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SRAM based configuration memory is the primary contributor to the large area,
delay, and power consumption of FPGAs relative to ASICs. In [1] it is estimated
that a 3D-FPGA with the configuration memory stacked on top of the FPGA logic
and routing can achieve 57% smaller die area than a baseline 2D-FPGA in 65nm
CMOS technology. Motivated by these potential performance gains, several pro-
grammable logic devices with different monolithically stacked configuration
memory technologies have been reported [2-4]. These memory technologies,
however, require materials and/or processes that may not be compatible or scal-
able with CMOS processes. This paper presents the first 3D-FPGA with stacked
configuration memory based on the emerging nonvolatile Resistive RAM
(RRAM) technology described in [5], which is both compatible and scalable with
CMOS.

The architecture of the proposed 3D-FPGA is shown in Fig. 23.4.1. It consists of
an array of tiles, row and column decoders and programming drivers for the
configuration memory, and configurable 1/0 blocks (I0Bs). Each tile comprises
a configurable logic block (CLB) with a cluster of look-up-tables (LUTs), horizon-
tal and vertical segmented routing channels, two connect blocks (CBs) for inter-
facing the CLB to the channels, and a switch block (SB) for signal routing
between channels. The LUTs and routing switches are implemented using pass
gate multiplexors controlled by configuration memory cells. The transistors and
interconnects are implemented in a standard CMOS process, while the configu-
ration memory is stacked on top of the transistors and interconnects.

The configuration memory architecture and cell design are shown in Fig. 23.4.2.
The 1T2R cell consists of two programmable resistors (PRs) and a shared select
transistor. The PR is composed of a nitrogen-doped AlOy based resistance-
change film sandwiched between two Al electrodes [5]. The PR has a footprint
of 4F, resistance of GQ in the high-resistance (HR) state, and as low as MQ in
the low-resistance (LR) state. The fabrication process of a PR is back-end com-
pactable and scalable with CMQS. The small footprint of the PR allows for a
compact configuration memory cell layout of 24F (see Fig. 23.4.2). The high
on/off resistance ratio allows the two PRs (R and Rg) in a memory cell to form
a resistive divider with a large margin for the desired logic level. The high resist-
ance in the HR state limits the leakage current through the resistive divider.
These characteristics make the 1T2R cell well-suited for FPGA configuration
memory.

The operation modes of the configuration memory are illustrated in Fig. 23.4.3.
The memory is organized to support the PR’s bipolar switching behavior. The left
bitline (LBL) and right bitline (RBL) can be connected to programming voltages,
Vpp. OF ground. The select transistor source nodes are connected to a row-based
signal (RS), which can be connected to programming voltages or to ground.
Because fresh PRs start in the HR state, one of the two PRs must be set to the
LR state for the resistive divider to function properly. To write logic 1 into the
fresh 1T2R cell at top left, R is set to the LR state, as shown in the program dia-
gram in Fig. 23.4.3. After wordline is asserted and RS is connected to ground, a
Vser pulse is applied to LBL while RBL is left floating. The set current flows from
the top to bottom of R;. The select transistor limits the current as R changes
from HR to LR. Similarly, to write 0 into the top right 1T2R cell, Ry is set to the
LR state by floating LBL and applying the Vser pulse to RBL. A written cell must
be erased and restored to the fresh state before the opposite logic can be writ-
ten. Resetting the PR that was in the LR state to HR state erases the cell’s logic.
To reset Ry in the top left 1T2R cell to the HR state, as shown in the erase dia-
gram in Figure 23.4.3, LBL is connected to ground, and RBL is left floating. After
wordline is asserted, a Vgt pulse is applied to RS. The reset current flows from
the bottom to the top of R,. Similarly, to reset Ry in the top right 1T2R cell, RBL
is grounded and LBL is left floating. Both R and Ry can be read to verify the
memory cell's logic state. The read mode is similar to the erase mode. A Vgp
pulse (< Vsy) is applied to RS and the selected bitline is connected to a current

mirror based sense amplifier that detects the resistance. During normal FPGA
operation, all wordlines and RSs are connected to ground, and LBLs and RBLs
are connected to Vpp and ground, respectively. This activates the resistive
divider logic in each 1T2R cell. The configuration bits that drive LUTs are
buffered to prevent accidental programming. Bits that configure routing switch-
es are not buffered, however. The configuration memories are not in the signal
paths during normal FPGA operation.

To demonstrate the proposed 3-D FPGA, we designed and fabricated several
small prototypes in 0.18um GMOS technology with 5 metal layers. The PRs are
subsequently integrated on the CMOS wafer and a 6" metal layer is deposited to
connect the PRs to the bitlines. A micrograph of a 3-D FPGA prototype with 289
logic tiles and 21Kb configuration memory is shown in Fig. 23.4.7. The FPGA
core occupies 2.56mm?. The CLB in each tile contains a 4-input LUT and each
routing channel contains 16 segmented routing tracks. The top and cross-sec-
tion views show the PRs on top of CMOS.

The prototype has been fully tested and characterized. Figure 23.4.4 plots the
measured resistances of R, and R in the memory cell demonstrating that the
cell remains stable. To read the resistance after each program and erase cycle,
Vpp is set to 1.0V. The >10 resistance ratio is sufficient for proper logic function.
A lower LR state and hence a higher resistance ratio can be achieved with a larg-
er programming current, and an endurance of 10° programming cycles has been
demonstrated [5]. The measured resistances show that the leakage current
through the resistive divider is below 0.5nA per memory cell. The Vger and Vpst
voltages are 3.0V and 1.8V respectively, and the measured Iger and lpgy currents
are <1UA. Vggr and Vgsy can be reduced for an advanced technology node by
thinning the resistive film. To demonstrate the FPGA operation, a 4-bit adder and
a 4-bit LFSR are manually mapped into two 3D-FPGA prototypes. The adder uti-
lizes 6 CLBs, and the LFSR utilizes 1 CLB to implement XOR logic and 4 CLBs
for shift registers. The placements of both circuits and their measured delay are
shown in Fig. 23.4.5. The measured maximum operating frequency of the LFSR
is 250MHz while consuming 39.6mW at 1.8V supply.

To evaluate the performance gains of the 3D-FPGA in a scaled CMOS process,
we designed and laid out a 2D-FPGA tile and a corresponding 3D-FPGA tile with
stacked RRAM configuration memory in 65nm CMOS with 7 metal layers. Both
tile designs implement a cluster of 8 LUTs per CLB and 96-track-wide segment-
ed routing channels, which are similar to commercial FPGAs [6]. Figure 23.4.6
compares the layout area and simulated energy-delay product (EDP) of the two
designs. The 3D-FPGA achieves 40% smaller area and 28% lower EDP over the
baseline 2D-FPGA. When considering the compatibility and scalability of the
RRAM technology, the proposed 3D-FPGA has the potential of realizing the
promise of 3D integration in most advanced CMOS technologies.
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: Figure 23.4.2: RRAM-based configuration memory architecture, cell design
Figure 23.4.1: 3D-FPGA architecture, LUT and routing switch circuits. and layout. Gray schematics refer to circuits in the CMOS layer.
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Figure 23.4.3: Schematic of four operation modes of the configuration
memory. Figure 23.4.4: Measured resistance of PRs in the configuration memory.
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Figure 23.4.5: FPGA implementation and measured performance of a 4-bit  Figure 23.4.6: Layout and simulated performance comparison between 30-
adder and 4-bit LFSR. FPGA tile and baseline 2D-FPGA tile in 65nm CMOS.
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Figure 23.4.7: Chip micrographs and SEM image of a FPGA protatype in 0.18pm CMOS
with PRs stacked on top.
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