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Abstract—We consider the problem of controlling distributed storage in a network with renewable distributed generation to minimize operational cost while satisfying power quality constraints. We assume control is distributed between a global controller (GC) and local controllers (LCs) located at the nodes with storage units. Each LC has access to its most recent net load data and runs at every time step while the GC has delayed data due to smart meter infrastructure or communication network delay, hence runs less frequently. We describe three control schemes: 1) direct storage controller (DSC) in which the GC computes the storage control signals for an upcoming window and the LCs directly use these signals; 2) net load following controller (NLFC) in which the GC computes a net load profile for each node and each LC tries to track its set profile; and 3) nodal slack controller (NSC) in which the GC computes upper and lower bounds on the net load at each node and the LC optimizes the local control action constrained by these bounds. We use a radial network with real load data to compare the performance of these schemes based on arbitrage profit and maximum solar penetration relative to a perfect foresight controller. We find that NSC and NLFC increase the supported maximum solar penetration to 29% and 40%, respectively, as compared to 10% for DSC. Moreover, NSC is able to capture 90.7% of the available arbitrage profits which is significantly higher than that achievable with NLFC and DSC.

Index Terms—Energy storage, distributed generation, control systems.

I. INTRODUCTION

DISTRIBUTED energy storage (DES) can benefit the grid in several ways, including (i) shifting the load through energy arbitrage (EA) by charging during off-peak hours and discharging during peak hours; (ii) supporting renewable distributed generation (RDGs) by performing Volt/VAr control to help reduce the voltage violations, reactive power imbalance, and increased network losses caused by the bidirectional power flow introduced by RDGs, (iii) providing regulation service (RS) or other ancillary services that absorb short-term mismatches in supply and demand; (iv) avoiding future capital expenses for distribution infrastructure used to serve peak load; and (v) increasing grid security by providing emergency power during outages. In this paper, we focus on optimizing and quantifying the first two benefits of DES. The second benefit of supporting RDGs is especially important today as rooftop solar installations in the U.S. have been increasing by 7.5% per year [1] and are growing even faster in some regions. For example, in Hawaii, rooftop solar penetration has already reached 12% prompting grid operators to institute limits on net metering programs [2] to limit the aforementioned adverse effects of bidirectional power flow. Realizing the potential benefits of DES, however, requires the development of scalable distributed storage control schemes that operate within the power and data constraints of real world electric power distribution systems with potentially tens of thousands of customers.

A primary challenge in developing such control schemes is the spatial and temporal asymmetry in the availability of load and generation data across the network due to: (i) the stochastic nature of loads and renewable generation, (ii) the distributed locations of the loads, renewable generation, and storage units, and (iii) the buffering delay in communicating the data from where it is generated to where it is used for the control. We capture this spatiotemporal asymmetry in data availability via the high level model of the communication/control plane of a distribution system depicted in Figure 1. The system comprises N nodes, each representing an aggregated collection of stochastic uncontrollable loads and

Fig. 1. Data flow in a distribution system. Shown are N customers with net loads \( S_1, \ldots, S_N \) and local controllers \( LC_1, \ldots, LC_N \). The local controllers communicate their data to a global controller GC, subject to a delay. The GC sends back control signals to the LCs based on the delayed information and its knowledge of the distribution network.
renewable generators as well as controllable storage. The total net load from each of these sources (which is stochastic and only partially controllable) is denoted by \( s_i, i = 1, 2, \ldots, N \). The nodes are connected via a communication network to a global controller GC, which is a software process that may be running at the substation or in the cloud. The GC has access to net load data from the nodes through a communication network subject to a delay. This delay may be the result of the smart meter infrastructure, which can introduce over 6 hours of delay in data propagation [3], or simply due to worst case packet delays in the communication network itself. We assume that the GC has perfect knowledge of the electric network model (line impedances, transformer settings, etc.), and can therefore solve a network power flow problem to compute voltages at each point in the network. However, the results of this computation are imperfect due to the delay and the intrinsic uncertainty about future net node loads.

Each node in our model has sensors that measure load consumption and renewable generation in real-time, and has the capability to communicate with the GC and to perform local computations. The node has a local controller (LC), which is a software process that may be running within a smart meter, within the firmware of the storage unit, or in a home automation appliance. The LC can control the net nodal load by setting the storage rate, subject to the physical constraints of the storage unit. The LC at node \( i \) makes its decisions based on perfect knowledge of past and present values of its load \( S_i \) as well as on the control signals from the GC. The LC does not have perfect knowledge of future \( S_i \) values due to the stochastic nature of the load and renewable generation. However, it has a better estimate of its future load than the GC because it has access to more recent past data of its own load. This is reflected in most common load models (e.g., ARIMA) in which the uncertainty increases with the amount of delay in the most recent observed load sample.

The problem we focus on in this paper is how to distribute the DES control between the GC and the LCs to simultaneously optimize energy arbitrage and support RDGs under the constraints and assumptions of the model in Figure 1. In addition to developing scalable distributed control schemes and quantifying their benefits in helping support increased DRG penetration, we aim to understand the dependence of the system performance on communication delay. This is important because tolerance to high delay can make the system less vulnerable to communication network failures, reduce the need to upgrade the smart meter infrastructure to provide faster data propagation, and make it feasible to simply use existing home broadband services to communicate with the GC. This framework can be easily extended to consider LCs asynchronously operating at a different time-scale than the GC.

The optimal control of distributed storage in power distribution networks involves the interaction between the cyber and physical system in the power network. Previous studies do not consider every constraint imposed by this interaction. More specifically, they do not consider at least one of the following factors: (i) the nonlinear network power flow constraints, (ii) the stochastic nature of loads and renewable generation, (iii) the spatial and temporal asymmetry of data (load/RDG forecasts), and (iv) the communication delay in the network. In a setting with deterministic loads and RDG outputs, the optimal control can be determined exactly by solving a global optimal power flow problem over a finite time horizon and with storage dynamics [4]. In a stochastic load setting, heuristic methods such as the rollout algorithms or model predictive control have been applied to approximate control problems of renewable generation and storage; see [5]–[8]. More recent papers, e.g., [9]–[11], have developed stochastic network control algorithms that approximate the optimal solution with different types of performance guarantees. These methods do not consider the spatial and temporal asymmetry of data. In [7] and [10], distributed optimization methods are described for solving the optimal power flow problem with storage over a finite time horizon. Each node in the network solves a subproblem and exchanges messages with its neighbors iteratively until the system finds a globally optimal solution. The methods assume no delay in communications and the availability of a reliable peer to peer connection for each LC capable of supporting a large number of iterations of the algorithms for each storage decision. In practice, existing utility networks do not support such real-time peer-to-peer communication. Experimental systems where the LC utilizes broadband Internet to communicate with the GC are unable to guarantee sufficient communication reliability to enable a large number of fast iterations.

In this paper, we develop DES control schemes in which the GC computes and sends output signals to the LCs based on the delayed net load, and each LC computes a control signal for the storage unit under its purview based on real-time local net load, state of charge, and the output signal received from the GC. This process is repeated continuously over an analysis horizon using Receding Horizon Control (RHC) [12], [13]. In the next section, we model the physical constraints of the network and storage as well as the communication constraints and formulate the DES control problem as a general stochastic optimization problem. We then present an optimal solution for this problem under perfect load and generation foresight. This provides an infeasible solution to the real problem but serves as a benchmark for the performance of implementable control schemes. In Section III, we present three heuristic distributed control schemes. The first scheme is the Direct Storage Control (DSC) in which the GC algorithm solves an optimal power flow using forecasts based on delayed net load data, and each LC passes through the GC output as the control signal. This method suffers in networks with large delays because it does not consider the more fresh past net load data available at the LCs. The second scheme is the Net Load Following Control (NLFC) in which the GC outputs a net load profile for each customer. Each LC generates a new forecast at each timestep and updates the charging schedule to minimize the deviation from the load profile sent by the GC. This method benefits from updating the storage decisions based on the more fresh load data at the LCs, but suffers from the requirement that each net load must follow a precomputed profile, which may reduce arbitrage profits. The last scheme is the Nodal Slack Controller (NSC) in which the GC outputs feasible
bounds on the net load at each node and each LC determines a control signal by minimizing its local operational cost while ensuring that the net load stays within these bounds. This technique avoids the overly restrictive nature of the NLFC method by loosening the constraints on the net load profile. In the last section, we characterize the performance of these three distributed control schemes under an array of assumptions regarding the communication delay, network model, and forecast error. We show that the NLFC and NSC schemes are able to support higher RDG penetrations than DSC, and that the NSC scheme is able to do so with higher arbitrage profits.

II. PROBLEM SETUP

We consider the steady state power flows in a radial distribution network modeled by a tree with \( N + 1 \) nodes. We analyze this network over \( T \) timesteps each of length \( \delta_{\text{min}} \) and assume all quantities are constant over each timestep. The notation and variables used in the problem setup are summarized in Table I. The nodes in the network are indexed by \( i \in \{0, 1, 2, \ldots, N\} = [0 : N] \). Node \( i = 0 \) is the root node typically corresponding to a substation. The remaining nodes \( i \in \{1, \ldots, N\} \) model buses with the following:

- **Uncontrollable load**: This includes a stochastic uncontrollable load and renewable generation, both of which are assumed to be real and independent of the power factor. The combined uncontrollable load at node \( i \) and timestep \( t \in [1 : T] \) is denoted by \( d_{it} \). This value may be positive or negative.

- **Energy Storage**: A storage unit such as a battery with a maximum capacity \( Q_{\text{max}} \). At time \( t \), each storage unit has a net charging rate of \( u_{it} \) and a state of charge of \( q_{it} \). We assume that each storage only charges and discharges real power. For simplicity, storage charges and discharges with an efficiency between 0 and 1 \( \lambda \). Hence, the storage dynamics are \( q_{it} = \lambda_i u_{it} \cdot \delta_{\text{min}} + q_{it-1} \). In real-world implementations, we may also want to include constraints such as charging/discharging efficiency or battery cycle life as shown in [14]. We do not include these constraints here for simplicity and because they are not essential to the main goals of this paper.

Denote the complex net load at node \( i \) by \( s_{it} \), where \( \Re(s_{it}) = d_{it} + u_{it} \) and \( \Im(s_{it}) \) is determined by the network. The root node load \( s_{0t} \) represents the aggregate network load at time \( t \). The real part of this value (denoted by \( \Re(s_{0t}) \)) represents the power purchased or sold into the wholesale energy market at a time-varying price \( p_t \). The relationship between the net load and the voltage at each node \( i \in [0 : N] \) is governed by the AC powerflow equation,

\[
s_{it} = v_{it} \sum_{j : (j > i)} \left( v_{jt}^* - v_{it}^* \right) y_{ij}^*,
\]

\[v_{i}^{\text{max}} = \left| v_{it} \right| \leq v_{i}^{\text{max}},\]

Note that the general formulation includes storage at each node. In practice, storage is likely to exist only at a subset of the nodes in which case the storage capacity at the nodes with no storage is set to zero.

<table>
<thead>
<tr>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
</tr>
<tr>
<td>( u_{\text{min}} )</td>
</tr>
<tr>
<td>( u_{\text{max}} )</td>
</tr>
<tr>
<td>( v_{\text{min}} )</td>
</tr>
<tr>
<td>( v_{\text{max}} )</td>
</tr>
<tr>
<td>( y_{ij} )</td>
</tr>
<tr>
<td>( q_{\text{max}} )</td>
</tr>
<tr>
<td>( \Delta_{\text{GC}} )</td>
</tr>
<tr>
<td>( \delta_{\text{min}} )</td>
</tr>
<tr>
<td>( \lambda )</td>
</tr>
<tr>
<td>( \Delta_{\text{F}} )</td>
</tr>
<tr>
<td>( A )</td>
</tr>
<tr>
<td>( G )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Independent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
</tr>
<tr>
<td>( w )</td>
</tr>
<tr>
<td>( q )</td>
</tr>
<tr>
<td>( s )</td>
</tr>
<tr>
<td>( u )</td>
</tr>
</tbody>
</table>

**Notation for any random variable \( X \)**

\( x_{it} \) | Variable \( x \) at node \( i \) at timestep \( t \) |
| \( \hat{x} \) | Future prediction for \( X \) |
| \( \hat{x}^a \) | Future decision for \( X \) in scenario \( a \) |
| \( \bar{x} \) | Realization of \( x \) |

**Timesteps**

\( t(k) \) | \( k \Delta_{\text{GC}} \) timestep at which the GC runs update \( k \) |
| \( T \) | Last timestep in the investment horizon |

**Other Notation**

\( \Re(.) \) | Real component of complex number |
| \( \Im(.) \) | Imaginary component of complex number |
| \( \ast \) | Complex conjugate |

where \( v_{it} \) is the node voltage, \( v_{it}^* \) is its conjugate, \( y_{ij} \) is the admittance of the line connecting node \( i \) to node \( j \), and \( v_{i}^{\text{min}} \) and \( v_{i}^{\text{max}} \) are the maximum and the minimum of the voltage magnitude, respectively.

If all \( d \) values are known and real-time communication is available to distribute charging decisions, we can determine
the storage charging rates that minimize the total operational cost of the network while ensuring that all network constraints are satisfied by solving the following program:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{T} p_t \cdot g(s_{0,t}) \\
\text{subject to} & \quad g(s_{i,t}) = \bar{d}_{it} + u_{it}, & (1a) \\
& \quad q_t = \lambda_i q_{t-1} + u_{it} \cdot \delta_{\text{min}}, & (1b) \\
& \quad u_{it}^{\text{min}} \leq u_{it} \leq u_{it}^{\text{max}}, & (1c) \\
& \quad 0 \leq q_t \leq q_t^{\text{max}}, & (1d) \\
& \quad s_{it} = v_{it} \sum_{j \in \{i\}} (v_{jt}^u - v_{jt}^l) v_{ij}^u, & (1e) \\
& \quad v_{ij}^{\text{min}} \leq |v_{ij}| \leq v_{ij}^{\text{max}}. & (1f)
\end{align*}
\]

In the above program, equations (1a) to (1f) are included for nodes \( i \in \{1, \ldots, N\} \) and \( t \in \{1, \ldots, T\} \). In addition, equation (1e) is also included for the root node \( i = 0 \) which is assumed to be the reference bus, and equation (1a) corresponds to the complex net load injection at node \( i \) in time \( t \). For the storage at node \( i \) at time \( t \), equation (1b) corresponds to its state of charge, equation (1c) to charging and discharging limits and equation (1d) to the charging capacity limit. Equation (1e) is the power flow equation and equation (1e) corresponds to the voltage magnitude constraints for node \( i \). As written, the voltage constraints in the program are non-convex. Since the network is a tree, we can reformulate it as a convex problem using the convex relaxation technique in [15] by replacing the voltage decision variables with

\[
w_{ij} = v_{ij}^{\star}
\]

for every node \( i \) connected to node \( j \). Denote by \( W \) the matrix consisting of all \( w_{ij} \) values and by \( W[i,j] \) the 2 x 2 submatrix

\[
W[i,j] = \begin{bmatrix}
w_{ij} & w_{ji} \\
w_{ji} & w_{jj}
\end{bmatrix} \quad (j \leftarrow i).
\]

We can now express (1) using the equivalent convex program,

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{T} p_t \cdot g(s_{0,t}) \\
\text{subject to} & \quad g(s_{i,t}) = \bar{d}_{it} + u_{it}, \\
& \quad q_t = \lambda_i q_{t-1} + u_{it} \cdot \delta_{\text{min}}, \\
& \quad u_{it}^{\text{min}} \leq u_{it} \leq u_{it}^{\text{max}}, \\
& \quad 0 \leq q_t \leq q_t^{\text{max}}, \\
& \quad s_{it} = v_{it} \sum_{j \in \{i\}} (v_{jt}^u - v_{jt}^l) v_{ij}^u, \\
& \quad (v_{ij}^{\text{min}})^2 \leq w_{ij} \leq (v_{ij}^{\text{max}})^2, \\
& \quad W[i,j] \succeq 0. & (2)
\end{align*}
\]

We refer to the solution of this program as the perfect foresight optimal storage controller (PFOSC). This solution assumes that a global controller has access to information about loads in real-time. Of course this scenario is unrealistic, but this solution will serve as a benchmark on the performance of our control methods that operate under uncertainty and delay.

In order to formulate our problem in a more realistic stochastic and distributed environment, we introduce a global controller (GC) and local controllers (LC) at each node. As shown in Figure 2, the GC receives data from the grid subject to a buffering delay \( \Delta_{\text{GC}} \). This buffering delay arises in real systems since data is collected at local aggregation points within the grid and it may take up to several hours before it is available for processing. Furthermore, although the amount of data sent from the GC to the LCs is relatively small, it may be communicated via unreliable networks such as consumer grade broadband. Therefore, the control scheme must assume worst-case communication delays. In this paper, we assume that \( \Delta_{\text{GC}} \) is fixed and represents the worst-case time required to update all nodes. The GC solves a global optimization problem each time it receives new data. Hence, the GC runs at each timestep \( t(k) = k \cdot \Delta_{\text{GC}} \) for each \( k = 1, \ldots, T/\Delta_{\text{GC}} \). Each GC solution is available to the LCs at time \( t(k) + \Delta_{\text{RTD}} \), where \( \Delta_{\text{RTD}} \) is the propagation delay in the communication network. For simplicity, we assume that \( \Delta_{\text{RTD}} = 1 \) throughout this paper. Within each iteration \( k \), the LCs perform optimizations at every timestep \( t = t(k) + 1, \ldots, t(k+1) \). Each of these optimizations depends on the last result received from the GC as well as on newly available data that was not available to the GC the last time it ran.

In practice, the GC and LCs do not know the future state of the system required to implement PFOSC. Instead, the GC and the LCs have the ability to utilize their information to generate estimates of future loads. We denote the forecast of the load for node \( i \) at future time \( \tau \) as \( \hat{d}_{it,\tau} \). In general the GC will utilize strategies that use the forecast in lieu of the actual load to determine its output. In the case study in Section IV, we use an ARIMA model to forecast future loads. In general, the load forecast error for a given timestep increases with delay in the available load data, which motivates distributing the control between the GC and the LCs.

Our goal is to find a distributed control method comprising both the GC and the LC processes that jointly minimizes the expected operational cost of the network under the aforementioned asymmetric data model, while ensuring that no network constraints are violated. In addition, distribution networks include voltage and VaR control devices that are utilized to manage the voltage profile in the network. Typically, these systems utilize discrete settings that change to predefined values a few times a day. The optimization program reflects the
III. DISTRIBUTED CONTROL SCHEMES

In this section, we develop three distributed control schemes that do not assume perfect load foresight. The schemes use the same forecasting model but differ in the control algorithms used.

A. Direct Storage Control Scheme

In the Direct Storage Control (DSC) scheme, the GC algorithm determines the charging schedule that minimizes the expected operational cost over set of A forecast scenarios, while ensuring that the network constraints are satisfied for all scenarios. As detailed in Algorithm 1, the GC runs at timesteps \( t(k) \) for \( k = 1, \ldots, T / \Delta_{GC} \). For each solution, the forecast scenarios extend from the current hour \( t(k) \) to \( t(k+1) + \Delta_{F} \). \( \Delta_{F} \) is included to discourage greedy solutions by considering the impact on subsequent iterations. The charging schedule over the window from \( t(k) + 1 \) to \( t(k+1) \) is applied directly to the storage (i.e., the LC simply applies the GC output signals directly).

The advantage of the DSC method is that the LC does not need to do any computation. The disadvantage is that the system does not leverage the more recent data that becomes available to the LC throughout the \( t(k) + 1 \) to \( t(k+1) \) window.

B. Net Load Following Control Scheme

In the Net Load Following Control (NLFC) scheme, the GC algorithm allows the storage action at each node to vary across scenarios, while fixing the real net load for all storage nodes. Denote the set of nodes with storage as \( Z \). All nodes not in \( Z \) have a single scenario. The output of the GC is now the real net load targets \( \mathbf{g}(s_{it}) \) instead of the charging rates \( u_t \). As before, the GC runs at timestep \( t(k) \) for each \( k = 1, \ldots, T / \Delta_{GC} \).

The GC algorithm for NLFC is given in Algorithm 2 and its LC algorithm is given in Algorithm 3. Within each iteration of the GC algorithm, the LC runs at each timestep \( t \in [t(k) + 1, \ldots, t(k+1)] \), leveraging the output of the last GC execution at \( t(k) \) as well as updated forecasts. In each execution, the LC generates \( g \in [1, \ldots, G] \) new load forecasts beginning at the current time \( t \) and extending to \( t(k+1) + \Delta_{F} \).

The advantage of the NLFC scheme is that the LCs are able to leverage data not available to the GC. Furthermore as long as all LCs can match their real net load to the GC target, the power flow constraints of the network are satisfied. The downside of this approach is that the target real net loads
sent by the GC may not be the only feasible ones, potentially resulting in lower arbitrage profits.

C. Nodal Slack Control Scheme

Intuitively, the NLFC scheme makes sense when all network constraints in the GC optimization are tight, i.e., when small changes to the target real net loads result in voltage violations. In many scenarios, however, the LCs may be able to move significantly from the GC targets without causing any violations, which may provide additional benefits such as increased arbitrage profit. This motivates the Nodal Slack Controller (NSC) scheme, which places target bounds on the real net loads rather than a net load target and introduces arbitrage as an objective in the LC optimization algorithm.

The NSC GC algorithm is described in Algorithm 4. Denote by \( x^+_j \) and \( x^-_j \) the maximum and minimum feasible real net load at node \( j \) at time \( \tau \), respectively, assessing that the real net loads for all other nodes \( i \neq j \) are set by the output of Algorithm 2. Let the real net loads of the root node and node \( j \) remain in variables and optimize the injection at node \( j \) to obtain upper and lower bounds on the net load at node \( j \) such that all voltage constraints in the network are satisfied. Storage dynamics and constraints are not included as the net load bounds are determined for each time period independently. These computations are setup as arbitrage optimizations for convenience. In each arbitrage optimization, the storage dynamics and constraints are dropped. The root node can purchase energy at the market price and node \( j \) can buy or sell energy at higher prices than the market (the magnitude of the higher price does not matter here). The solution increases the flow to node \( j \) until it reaches a network constraint. The new real net load is \( x^+_j \). Similarly, we find \( x^-_j \) by introducing an arbitrage in the opposite direction.

Note that in Algorithm 4 when we compute the bound for a node, we fix the loads of other nodes to the outputs of Algorithm 2. Although imperfect, this approach is quite reasonable because the “hot nodes” should already be at the minimum or maximum real power. Hence, we are effectively computing the bound for each node assuming that its interdependent nodes are operating at their boundary. Also note that computing these boundaries at each GC iteration can be computationally expensive. In practice, the process can be sped up by computing only the target bounds for nodes that can realistically introduce network violations. These nodes can be identified from previous GC outputs.

The NSC LC algorithm is described in Algorithm 5. At each timestep \( t \), each LC generates \( g = 1, \ldots, G \) new forecasts for their own loads. Each LC ensures that all \( G \) scenarios generate a feasible flow under the target bounds. The resulting charging decisions for the first timestep are executed, and the process is repeated until the next GC output is received.

IV. CASE STUDY

In this section, we compare our control schemes and evaluate the effect of communication delay on their performance using the 47-bus radial distribution feeder model in Appendix A1. In Appendix A3, we describe the algorithm we use for RDG and storage placement in the network, and in Appendix B, we describe the load and RDG forecasting models we use to generate the loads. The wholesale prices we use are taken from the 2014 ISONE wholesale market data in [16].

Throughout the case study, we set the optimization parameters \( \delta_{\text{min}} = 1 \) hour, \( A = 25 \), \( G = 10 \), \( \Delta_F = 48 \) hours. We set the storage parameter \( \lambda = 0.9 \) and we do not impose constraints on \( u_{i,\text{min}} \) or \( u_{i,\text{max}} \), that is, the storage is limited

---

**Algorithm 4** GC Algorithm for NSC Scheme; \( p \) Is the Price of Electricity, \( s \) Is the Net Load, \( d \) Is Load, \( u \) Is Storage Charging Rate, and \( q \) Is the State of Charge. This Algorithm Is Run at Timestep \( t(k) \) for Each \( k = 1, \ldots, T/\Delta_G \)

Inputs: \( q_t(k), t \in [0 : N] \)

Output: \( x^+_j, \quad \tau \in [t(k) : t(k+1) + \Delta_F] \)

Forecast \( d^g_{\tau j}, a \in [1 : A] \)

\[ s_{\tau j} \leftarrow \text{Solve NLFC GC in Algorithm 2} \]

For each node \( j \):

\[ \begin{align*}
\text{minimize} & \quad \sum_w (p_w \cdot \mathbb{H}(s_w) - 2p_w \cdot \mathbb{H}(s_{\tau j})) \\
\text{subject to:} & \\
\mathbb{H}(s_{\tau j}) & = \mathbb{H}(s_{\tau j}) \quad \text{for all } i \neq j \text{ and } i \neq 0 \\
\|s_{\tau j}\| & = \sum_{(i,j) \in E} (w_{ij} - w_{ij}) y^g_j \\
\left(\|v_{\tau j}\|_2^\min\right)^2 & \leq w_{ij} \leq \left(\|v_{\tau j}\|_2^\max\right)^2 \\
W_{ij} & \geq 0 \\
x^-_{\tau j} & \leftarrow \mathbb{H}(s_{\tau j}) 
\end{align*} \]

**Algorithm 5** LC Algorithm for NSC Scheme. \( p \) Is the Price of Electricity, \( s \) Is Net Load, \( d \) Is Load, \( u \) Is Storage Charging Rate, and \( q \) Is the State of Charge. Within Each GC Iteration, This Algorithm Runs at Each Timestep \( t \) From \( t(k) + 1 \) to \( t(k+1) \) at Each LC \( i \)

Inputs: \( q_t \) (local reading)

For \( \tau \in [t(k) + 1 : t(k+1) + \Delta_F] \):

\[ x^-_{\tau j} \leftarrow x^+_j \quad \text{(from the GC output)} \]

\[ x^+_{\tau j} \leftarrow x^-_{\tau j} \quad \text{(from the GC output)} \]

Output: \( u_t \)

Forecast: \( d^g_{\tau j}, g \in [1 : G] \)

\[ \begin{align*}
\text{minimize} & \quad \sum_g \sum_{\tau} p_{\tau} \cdot x_{\tau j}^g \\
\text{subject to:} & \\
\begin{align*}
x^-_{\tau j} \leq x_{\tau j}^g \leq x^+_{\tau j} \\
x_{\tau j}^g & = d^g_{\tau j} + u_{\tau j} \\
q_{\tau j} & = \lambda q_{\tau j-1} + u_{\tau j} \cdot \delta_{\min} \\
\left|u_{\tau j}\right| & \leq u_{\tau j} \leq u_{\tau j}^\max \\
0 & \leq q_{\tau j} \leq q_{\tau j}^\max 
\end{align*} 
\end{align*} \]
only by its capacity constraints and not by charging or discharging rate limits. The capacity constraints are based on storage penetration as described in Appendix A3. We perform each simulation over an analysis horizon of 30 days \( (T = 720 \text{ hours}) \). We create configurations of the radial network with different storage and RDGs penetrations using the placement method in Appendix A3.

Denote by \( x \) the network storage penetration, defined as the total capacity of all storage divided by the average daily energy use of the network, and denote by \( y \) the network RDG penetration, defined as the average RDG output divided by the average load in the network. The variable \( z \) will represent either the PFOSC benchmark or one of the control schemes DSC, LFLC, or NSC.

In planning a real world installation, we may vary \( x \) and \( y \) for a chosen control scheme \( z \) to minimize the aggregate capital and operational costs of the energy grid. In order to perform this analysis, however, we would need to know the capital costs of solar and storage, useable lifetime of devices, discount rates, and compensation rates for solar and storage back feed costs of solar and storage, useable lifetime of devices, discount.

This analysis, however, we would need to know the capital costs of solar and storage, useable lifetime of devices, discount rates, and compensation rates for solar and storage back feed costs of solar and storage. Since rates, and compensation rates for solar and storage back feed costs, useable lifetime of devices, discount.

In planning a real world installation, we may vary \( x \) and \( y \) for a chosen control scheme \( z \) to minimize the aggregate capital and operational costs of the energy grid. In order to perform this analysis, however, we would need to know the capital costs of solar and storage, useable lifetime of devices, discount rates, and compensation rates for solar and storage back feeding.

\( \frac{\text{Highest RDG Penetration}}{\Delta_{GC}} \)

This is the highest achievable RDG penetration \( \hat{y}(x, z, \Delta_{GC}) \) for a given storage penetration \( x \), control scheme \( z \), and communication delay \( \Delta_{GC} \) such that Algorithm 6 returns True. The penetration measured by the algorithm is the highest RDG penetration where the network constraints are not violated over 3600 hours of operation.

\( \frac{\text{Normalized Arbitrage Profit}}{\Delta_{GC}} \)

In addition to supporting RDGs by alleviating local network constraints, the storage can also reduce the operational cost of the network by shifting the aggregate load from peak to off peak hours. Denote by \( \text{ARB}(x, y, z, \Delta_{GC}) \) the total realized battery operating profit (arbitrage) for a given network with storage penetration \( x \), RDG penetration \( y \), under control method \( z \), with communication delay \( \Delta_{GC} \), i.e.,

\[
\text{ARB}(x, y, z, \Delta_{GC}) = \sum_{(i,t)} p_t \cdot u_q. \tag{3}
\]

The objective of maximizing \( \text{ARB} \) may conflict with achieving the highest RDG support because storage may need to charge during a peak price hour in order to avoid a constraint violation caused by RDG. Hence, we normalize the realized arbitrage by the arbitrage realized in the system with the same storage and RDG penetration operated using the PFOSC (\( \Delta_{GC} \) is not relevant in PFOSC), i.e.,

\[
\overline{\text{ARB}}(x, y, z, \Delta_{GC}) = \frac{\text{ARB}(x, y, z, \Delta_{GC})}{\text{ARB}(x, y, \text{PFOSC}, 0)}. \tag{4}
\]

We use Algorithm 6 to evaluate the distributed control schemes based on the above metrics.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{RDG Support for \( x = 10\% \).}
\end{figure}

\textbf{Algorithm 6} Simulation of the Distributed Control Scheme Over 5 Iterations of a Finite Time Horizon of Length \( T = 720 \text{ Hours} \). The GC Runs at Multiples of \( \Delta_{GC} \), and the LC Runs Every Timestep. The Control Signals From the LCs Are Used to Compute the Overall Cost of Operating the System. This Algorithm Returns True if the Control Scheme Does Not Create Any Powerflow Violations in Any of the 5 Iterations.

\begin{itemize}
\item for \( m = 0, \ldots, 5 \) do
\item for \( k = 0, \ldots, T_{\Delta_{GC}} \) do
\item Generate future net load forecast from delayed data
\item Run the GC algorithm
\item Send GC outputs to the LCs
\item for \( \tau = 1, \ldots, (\Delta_{GC}) \) do
\item for \( i = 1, \ldots, N \) do
\item Generate future net load forecast for node \( i \)
\item Run the LC algorithm on forecasted net loads and most recent GC output
\item Execute LC output for current hour
\item end for
\item end for
\item Verify that the power flow constraints are satisfied over the time horizon
\item If any constraints failed, return False
\item Else,
\item \( \text{ARB}_m = \text{total grid net energy cost} \)
\item end for
\item return \( \text{Average}(\text{ARB}_0, \ldots, \text{ARB}_5) \)
\end{itemize}

First we explore the impact of communication delay on the highest RDG penetration for the three control schemes. Figure 3 plots the highest RDG penetration for storage penetration \( x = 10\% \) as a function of the delay \( \Delta_{GC} \) for the three control schemes. We see that the highest RDG penetration for all LC control schemes is the same when the GC updates every timestep, i.e., when \( \Delta_{GC} = 1 \). As we increase \( \Delta_{GC} \), the highest RDG support degrades for all control schemes. This is expected as load forecasting errors increase, and thus network violations are more likely to occur. The degradation for the LFLC and NSC methods is significantly less than for the DSC since they use the local data in performing the control.

To quantify the value of coordination to RDG penetration, we compute the maximum RDG penetration at the highest amount of coordination corresponding to running the GC every hour (\( \Delta_{GC} = 1 \)) and compare it to the least...
The optimal control of storage simultaneously considering realistic cyber and physical constraints has not yet been addressed in the literature. The main issue is that in practice load information is only available at the global controller with some time delay due to communications limitations in the metering infrastructure. Even in the absence of such limitations, it is unrealistic to expect real-time availability of local information in large distribution networks. In this paper, we demonstrate that control schemes that utilize local information can perform significantly better than those that do not. The benchmark we utilize is the DSC that prescribes the optimal control strategy from delayed information without accounting for the possibility of local updates. The DSC performs significantly worse than two strategies that utilize local information: the nodal slack controller (NSC) and the load following local controller (LFLC). LFLC assumes that following the strategy based on forecasted loads is optimal whereas NSC shifts more responsibility for control decisions to the local control scheme.

In practice, NSC significantly outperforms LFLC when the information delay increases. LFLC supports up to 40% RDG penetration while NSC supports only up to 29% but captures a significantly higher percentage of arbitrage profits as compared to LFLC, especially when RDG penetrations are high. It would be straightforward to combine both the NSC and LFLC controllers into a controller that achieves a tradeoff between maximum RDG penetration and arbitrage profits not achievable by either controller alone.

In realistic scenarios there is a tradeoff between maximum RDG penetration and the achievable arbitrage profits for each proposed control scheme. An appropriate choice of the control scheme makes the system robust to delay. For example, for delay larger than delay is greater than 1 hour, the degradation in renewable RDG penetration is small if either LFLC or NSC is utilized. Furthermore, higher arbitrage profits require shifting more control flexibility to the local controller as the communication delay increases. The NSC scheme therefore achieves a better overall tradeoff as compared to LFLC and DSC.

One limitation of this work is that we assume all volt/var control equipment such as tap changing transformers, switchable shunt capacitors, and voltage regulators, are set to fixed operating points. These control devices are difficult to incorporate into our optimization methods because they introduce integer and combinatorial constraints. In a real system, these devices may be able to correct volt/var violations, increasing the amount of RDG a given amount of storage can support. In future work, we will consider both the role of various network control devices as well as imperfect knowledge of the networks. In such scenarios it will be important to compute the tradeoff between the probability of violating the network constraints and the arbitrage profits and maximum RDG penetration of the proposed schemes.

This paper focuses on optimizing storage operations for given solar and storage penetrations. By incorporating this optimization into a higher level planning tool, one could determine the most cost-effective penetration levels by comparing...
the upfront fixed cost of installing different levels of storage and solar to the overall savings under the control methods described in this paper.

APPENDIX

A. Network Configuration

1) Network Topology: The radial distribution model we use in the case study is depicted in Figure 6. It is based on the network in [17]. The resistance and reactance values for each line in the circuit are given in Figure 7. These values define the admittance values used in our controllers throughout the paper ($y_{ij} = 1/(R_{ij} + iX_{ij})$). The case study defines voltage control devices in the network. We select a static configuration for voltage regulators in this network. Volt/var control systems typically have discrete settings that change at most a couple of times per day. Hence, they do not need to be interdependent on the hourly storage control methods in this paper. They can be optimized in a separate system and their impact can be reflected in our control by changing the network parameters across hours to match the optimal settings of the control equipment. The full model specification also requires defining the load and solar PV time series at each bus in the network and is addressed in Section V-B.

2) Load Placement: To define a load time series for each bus, we utilize smart meter data for 55 residential customers collected over one year in a pilot program located in the Central Valley region of California. The original data comprises 15 minute measurements of power consumption, temperature, humidity, and the context of the reading (day of week, time of day, holidays). We down-sample the data to one hour intervals by averaging the data points within each hour.

Each bus in the network model used in the case study corresponds to aggregates of customers behind secondary transformers. We have made this assumption because of the model and data available to us. However, our method can be applied to a full network model in which buses correspond to customers at the network edge. This simplification...
Algorithm 7 Place Storage and Solar

Network ← Base Network and Load (described in Appendix V-A1)
InstallationCount ← Round(SolarPenetration * Count(Network.Nodes()))
TargetNodes ← Network.getRandomNodes(InstallationCount)
TargetNodesTotalLoad = sum(node.AverageLoad() for node in TargetNodes)
RawSolar = SolarPenetration*Network.AverageLoad()
RawStorage = StoragePenetration*Network.AverageDailyEnergyUse()

for Node in TargetNodes do
   α ← Node.AverageLoad() / TargetNodesTotalLoad
   Node.addRDG( α*RawSolar )
   Node.addStorage( α*RawStorage)
end for

is reasonable and often used in practice, but requires that the reduced model be carefully constructed in order to sufficiently represent the real network.

We construct these aggregates by choosing customers uniformly at random with replacement and assigning them to buses. We continue adding customers to a given bus until the average daily peak load for that bus matches the peak loads given in Figure 7.

3) RDG and Storage Placement: The RDG dataset we use is obtained from the solar PV output data reported in a 2006 NREL study, which provides estimated time series of solar PV production based on solar irradiance and temperature.

RDG and storage are placed using Algorithm 7. A fraction of nodes \( y \) is selected within the network at random. Each selected bus receives solar and storage in a proportion weighted by the rated load of the bus, such that the total storage and solar on the network matches our target allocation. The number of nodes that is going to receive storage is InstallationCount and depends on the resource penetration rate and the number of nodes in the network. The set of nodes that receives storage is TargetNodes and is selected at random from all the nodes in the network.

B. Net Load Forecasting

The case study requires multiple scenarios for the behavior and forecasting of loads in order to compute a robust estimate of performance. We utilize the ARIMA model in [18] with the form \((3, 0, 3)(3, 0, 3)_{24}\) to fit the load data generated in the previous section and serve as a basis for scenario generation. We choose a seasonal differencing of 24 to represent the daily periodic trends that exist in the load data. The resulting ARIMA model is

\[
(1 - \phi_1B - \phi_2B^2 - \phi_3B^3)(1 - \phi_{24}B^{24} - \phi_{48}B^{48} - \phi_{72}B^{72})
\]

\[
(1 - B^{24})\bar{x}_t = (1 + \theta_1B + \theta_2B^2 + \theta_3B^3)\epsilon_t,
\]

with the variables defined in Table II.

We use the \( \phi \) and \( \theta \) values that maximize the likelihood of the load data. After the model is fitted, a single forecast estimate for a one hundred hour long interval is determined and assigned as the reference hourly load. We generate \( A = 50000 \) other sample scenarios by drawing random values for \( \epsilon_t \) and sequentially applying them to the model in (5). The mean average percentage error over the forecasts is defined as

\[
\text{MAPE}(t) = \frac{1}{A} \sum_{a=1}^{A} \frac{|\bar{x}_t - \hat{x}_t^a|}{\bar{x}_t},
\]

where \( \bar{x}_t \) is the reference hourly load and \( \hat{x}_t^a \) is a prediction in scenario \( a \). Figure 8 plots the forecast error as a function of time. As expected, the forecast error increases as we forecast further into the future since less data available. The takeaway here is that the GC has a less accurate forecast of future load than the LCs, due to the delays in the network and the limitations on how frequently the GC runs.
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