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address future increases in electrification and DER penetrations. It further reduces
peak load, augmenting current demand response programs, which do not
consider reliability. Hence, future programs for incentivizing the adoption of DERs
should include a requirement for consumers to participate in reliability
coordination. Since grid information is needed for such coordination, the
distribution grid operator will need to be involved.
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Coordinating distributed energy resources
for reliability can significantly reduce
future distribution grid upgrades and peak load
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SUMMARY

Current DER coordination schemes, such as demand response and
VPPs, aim to reduce electricity costs during peak demand events
with no consideration of distribution grid reliability. We show that
coordinating DERs for grid reliability can significantly reduce both
the infrastructure upgrades needed to support future increases in
DER and electrification penetrations and peak load. Specifically, using
a power-flow-driven simulation-optimization methodology, we com-
pare the potential reliability improvements with a perfect-foresight
centralized DER controller that minimizes reliability violations with a
local controller that minimizes consumer electricity cost. We find, for
example, that by 2050, with local control, on average, 81% of the
transformers in a distribution grid will experience violations, com-
pared with 28% with centralized control, which simultaneously re-
duces peak load by 17%. These reductions are achieved with only a
5.1% increase in electricity cost. These findings suggest that future in-
centives for DER adoption should include reliability coordination.

INTRODUCTION

Future electric distribution grids are projected to have ever higher demands due to
increased electrification of transportation, space heating, water heating, and cook-
ing, all of which currently use mostly fossil fuels. They will also have significantly
higher penetrations of distributed energy resources (DERs), most notably, roof-
top solar photovoltaic (PV) systems, stationary battery storage systems, and appli-
ances whose consumption can be flexibly controlled, such as electric vehicle (EV)
chargers, HVACs (heating, ventilation, and air conditioning units), and water heaters.
While these changes bring significant benefits to consumers and to the environment,
they could adversely impact distribution grid reliability, in particular, by increasing
transformer overloading and voltage violations.1–3 Combating such impacts would
require costly infrastructure upgrades and/or the development of novel DER co-
ordination schemes that jointly control DERs across a distribution grid, along with
electricity tariff structures and incentives.4–9 To judiciously plan these future devel-
opments, there is a need to quantify the potential impacts of increased DERs and
electrification on grid reliability. Such quantification, however, is challenging
because it depends not only on the projected increases in DER penetration and elec-
trification, and how they are distributed across the grid, but also on the DER control
and coordination schemes, electricity tariff structures, and the analytical and compu-
tational methods used.

In this paper, we use a power-flow-driven simulation and optimization methodology
to quantify the adverse impacts of projected increases in DER penetration and

CONTEXT & SCALE

Electrification and distributed
energy resources (DERs), e.g.,
roof-top solar, storage, electric
vehicles (EVs), and electrified
thermal loads, are projected to
increase rapidly. These increases
bring significant benefits to
consumers and the environment
but adversely impact distribution
grid reliability, requiring major
infrastructure upgrades. To
quantify this impact for different
DER control strategies, we use a
simulation methodology with a
suite of US distribution grid
models. We find, for example,
that by 2050, under current
autonomous DER control, 81% of
the transformers in a distribution
grid will need to be upgraded
versus only 28% under centralized
control that aims to protect the
grid. Moreover, centralized
control reduces grid peak load by
17%, augmenting demand
response programs that do not
consider reliability. Hence, future
DER incentives programs should
require participation in reliability
coordination. Since such
coordination requires grid
information, grid operators will
need to be involved.
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electrification on distribution grids under different DER control schemes and elec-
tricity tariff structures. Our aim is to provide answers to the following questions:
howmuch grid infrastructure upgrading will be needed over the next three decades?
Howmuch can DER coordination help improve reliability, hence reduce such needed
infrastructure upgrading? How does DER coordination impact consumer electricity
cost? How much can DER coordination for grid reliability reduce peak load in the
network? How do the results depend on the amount of flexible load available?
How do they depend on the spread of storage across the network and on EV-
charger-rated output power? Quantitative answers to these questions can help
inform policies to achieve high future grid reliability in a cost-effective manner.

Simulation methodology

A block diagram of our simulation and optimization methodology is depicted in
Figure 1, which is applicable to any set of input data and control schemes. The
input data comprises a 3-phase distribution network model, consumer load pro-
files for a chosen simulation horizon and time resolution, DER parameters and
penetration levels, including the percentages of flexible load, and electricity tariffs.
Given this information, a network use scenario, which specifies the placements and
allocations of DERs, EV charging windows, and prescribed electricity tariffs, is
randomly generated. Given a DER control scheme, power injections at consumer
nodes with DERs are determined for the scenario. The next steps involve
computing the cost of electricity at each node and using a quasi-static power
flow simulator to determine the voltage at each node and the apparent power
flow through each transformer in the network, including simulation of the opera-
tion of voltage protection equipment. The metrics for transformer thermal over-
loading and steady-state voltage violation at each node in the network are then
evaluated. This process is repeated several times and node voltage, transformer
violations, and electricity cost statistics are computed. Further statistical analysis
is performed to compare the results using different control schemes and across
different networks.

Simulation setup

We used our methodology to generate scenarios for a suite of eleven 3-phase dis-
tribution network models representing different urban, suburban, and rural areas
with varying mixes of residential and commercial consumers and climates within
the continental United States10–13; see Table 1. To forecast load profiles for future
years, we used the National Renewable Energy Laboratory (NREL) dataset14,15 to
generate load profiles for the year 2018 then add electrified load profiles until we
reached the projections from Trieu et al.16 The load data is organized by census
code, which gives us an approximation of the population density. The EV penetra-
tion is determined using the projections in Trieu et al.16 and the rooftop PV and sta-
tionary storage penetrations are obtained from the projections in Prasanna et al.17

The flexible load projections are obtained from Jadun et al.18 We assumed that all
flexible load is part of the thermal loads—specifically, electric furnaces, air condi-
tioners, and water heaters—which is consistent with projections in Jadun et al.18

We evaluated consumer electricity costs using Pacific Gas and Electric (PG&E)
time-of-use (TOU) electricity tariffs.19 In most of our simulations, we assumed EV-
charger-rated output power of 6.3 kW, but we also quantified the changes in the re-
sults of using higher powers. Using this input data, and the randomized methods for
sizing and distributing DERs and for generating EV charging windows as described
in the simulation methodology section, we generated a network use scenario that
spans 1 year at 15-min resolution.
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Since our goal is to quantify the benefit of DER coordination to grid reliability rather
than evaluating any particular coordination scheme or comparing such schemes, we
consider two extreme controllers. The first is a local controller similar to what is in use
today and whose goal is to minimize each consumer’s electricity cost. At the other
extreme, we consider a perfect-foresight centralized controller in which all future
loads, PV generation, and EV charging windows are known 2 days in advance. The
controller jointly optimizes all EV charging, stationary storage power injections,
and flexible loads in the network to minimize the transformer overloading and
voltage metrics from Jain et al.20 in addition to electricity cost. While this centralized
controller is not implementable, it provides a lower bound on the number of

F.  Control Scheme

Input Data 

A.  Network data
B.  Load profiles
C.  DER operating parameters
D.  DER penetrations
E.  Electricity tariffs

Generate Scenario

1.  Generate EV charging windows
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3.  Add stationary storage
4.  Prescribe electricity tariffs
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injection profiles
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Figure 1. Block diagram of the power-flow-driven simulation and optimization methodology

User-specified input data are described in the parallelograms, user-specified control scheme in the

hexagon, and simulation operations in the rectangles. Each item in the diagram is described in

detail in the experimental procedures section. The simulation is repeated for m independently

generated scenarios, from which reliability metrics and electricity cost statistics are computed. As

will be discussed, this simulation is repeated for the local and centralized controllers, for different

networks, and every 5 years between 2020 and 2050 to trace the trajectory of the impacts of DERs.
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violations achievable by any implementable DER coordination scheme that does not
have such perfect knowledge of the future.

Related work

While our simulation methodology is similar in some respects to dynamic hosting ca-
pacity analysis,21–26 it has different goals and at the same time can extend existing
hosting capacity analysis in several directions. While hosting capacity is used mainly
for short-term grid upgrade planning to determine the highest DER penetration at
which the grid can operate satisfactorily, our methodology aims to inform future dis-
tribution grid planning and operation policies by quantifying the long-term impacts
of realistic scenarios of simultaneously high solar PV, EV, storage, thermal flexible
loads, and electrification penetrations under different DER control schemes and
electricity tariff structures on grid reliability. In comparison, most existing hosting ca-
pacity analyses do not consider solar PV, EV, storage, and flexible loads simulta-
neously and do not consider DER coordination or electricity tariffs. A more detailed
review of existing hosting capacity analysis is given in the supplemental information.

Previous work on simulating the impacts of DERs have addressed other types of
questions than the ones posed in this paper. The study in Azarova et al.27 investi-
gates how increasing self-generation and storage can change residential load
profiles and tariffs, and how those changes impact household expenditures. In
Muratori,3 the authors investigate the impact of increasing EV charging demand
on residential load profiles and how it leads to higher peak load, hence a need for
grid upgrades. Another study on the impact of EV charging28 focuses on the benefits
of vehicle-to-grid coordination and how it can reduce wholesale electricity cost. The
authors in Jain et al.29 simulate how growing DER penetrations can reduce the lev-
elized cost of energy (LCOE). The study in Brockway et al.30 analyzes DER hosting
capacity over many distribution grids and concludes that the capacity is inequitable
due to grid infrastructure limits.

DER control today is largely performed locally at each consumer’s site and aims
mainly to reduce individual consumer’s electricity cost with no consideration of
load or solar PV forecasting and no communication or coordination with grid oper-
ators to provide any benefits to grid reliability, such as smoothing out fluctuations in

Table 1. Main characteristics of the networks used in the simulations

Name Type N NC nCC NT
bP

Sacramentoa12 synthetic, suburban 278 91 9 99 4

Iowaa11 real, suburban 915 193 6 268 2

Central SF10 synthetic, urban 2,115 425 21 232 8

Commercial SF10 synthetic, urban 172 18 100 17 2

Tracy10 synthetic, suburban 775 161 13 108 2

Rural San Benito10 synthetic, rural 243 22 10 15 0.1

Los Banos10 synthetic, suburban 2,010 426 11 251 2

Vermont13 real, suburban 4,245 1,384 9 828 6

Arizonaa12 real, suburban 138 38 14 46 2

Marin10 synthetic, suburban 3,689 811 10 231 3

Oakland10 synthetic, suburban 10,073 2,426 13 658 12

The table shows the assigned name indicating location and source of network data, population density

type, the numbers of voltage nodesN, number of consumer nodes or load pointsNC, % of consumer no-

des that are commercial nCC, number of transformersNT , and average daily peak power bP in MW for each

network.
aA network that aggregates consumers under the secondary transformer. The other networks have syn-

thetic models for each individual consumer below its secondary transformer.
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supply and demand balance,31 except during infrequent demand response or virtual
power plant (VPP) events. Several works have proposed methods for coordinating
the operations of DERs (also referred to as DER management system [DERMS])
across different consumer sites, with the goal of reducing the adverse impacts of
DERs on grid reliability9,24,32–44 or aggregating DER resources to provide grid
services.45–48 These methods range from fully centralized32,33 and fully dis-
tributed33–37,44 to hierarchical.9,24,38–43 Although most of the previous work con-
siders only solar and storage, some considers flexible loads, such as EVs, water
heaters, and HVAC units.42,49–54 These works discuss the unique communication
and control challenges that come with implementing any particular control scheme.
In the supplemental information, we provide a more detailed review of previous
work on DER coordination.

RESULTS

The aggregated projections over all networks of DER energy penetrations and
electrification that we use in our simulations are given in Figure 2. Using these projec-
tions and the procedures detailed in the experimental procedures section, we first
compare the impacts of projected increases in DER penetrations and electrification
on grid reliability, with andwithout coordination, and quantify the increase in consumer
electricity costs due to DER coordination. Next, we show the potential reduction in
peak network load achievable with coordination. Finally, we explore the impacts of
the amount of (1) flexible load available, (2) the degree of stationary storage spread
across the network, and (3) the EV-charger-rated power on the results.

The aggregated projections of the violation percentages with the local and central-
ized controllers are given in Figure 3. As seen in the year 2020, with low DER
penetrations there are no violations. By the year 2050, with much higher DER pene-
trations, electrification, and load flexibility and with local DER control, on average,
81% of the transformers experience overloading, and 28% of the nodes experience
voltage violations. With DER coordination, these percentages can be potentially
reduced to 29% and 18%, respectively, which promises significant reductions in
needed future grid infrastructure upgrades. Hence, with the projected increases in
flexible load in 2050, there is a potential to completely eliminate 52% of overloaded
transformers and 10% of nodes with voltage violations. Note, however, that with the
centralized controller, the violations first increase until the year 2035, flatten, then
drop significantly by 2050. This surprising behavior is due to the increased penetra-
tion of flexible thermal loads and storage in later years. Hence, accelerating the
adoption of these DERs to, for example, the level of 2050, would help realize the
full potential of DER coordination to reduce infrastructure upgrades. The main
reason for the voltage violations being much lower than the transformer violations
is that the nodes close to the substation do not suffer from voltage violations.

Because our simulations provide the apparent power through every transformer and
the voltage magnitude for every node, we can obtain a more refined view of how
DER coordination improves reliability beyond the aforementioned results using
the binary-valued reliability metrics. Figure 4 plots histograms of the percentage
magnitudes of the deviations of transformer apparent power and node voltage
from their respective nominal values, for all networks and scenarios for the year
2050. In addition to eliminating violations for significant fractions of transformers
and nodes, centralized control reduces the magnitude of the remaining violations,
especially the largest ones, which could help further reduce required grid infrastruc-
ture upgrade costs.
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Zooming into the simulation results for a network, Figure 5 depicts topological heat-
maps of transformer violations with the local and centralized controllers for the Sac-
ramento network in 2040 and 2050. With the local controller, transformer violations
increase from 2040 to 2050. However, with the centralized controller, transformer vi-
olations in this network decrease from the peak in 2040 to much less in 2050 due to
the increase in flexible load and storage. As seen, some of the transformers that had
a high probability of being overloaded in 2040 have their probabilities significantly
reduced in 2050. The information provided by such topological heatmaps can be
used, for example, to plan specific future grid infrastructure upgrades.

Impact on electricity cost

Because the centralized controller prioritizes grid reliability over minimizing elec-
tricity cost, it is expected to yield higher costs than the local controller, whose
main objective is to reduce consumer electricity costs. Using the 2050 cost results

Figure 2. Projected means and standard errors of electrification and DER energy penetrations, averaged over all networks up to 2050

(A) Percentage increase in total energy due to electrification. The electrification energy is the percentage increase in total demands over that of the

baseline 2018 demands. Note that electrification is projected to be significantly higher for commercial than residential buildings because commercial

buildings start at a lower baseline electrification.

(B) Percentage of total energy that can be flexibly controlled. The flexible load is the percentage of total energy that can be reallocated throughout the

day.

(C) Percentage of energy from each DER. The DER energy penetrations are percentages of the average daily energy demand, including from EV

charging.

(D) Examples of the energy compositions in 2050 for three networks. Each vertical tick represents 50 GWh, and stacking is only meant to represent

relative magnitudes. Relative magnitudes of various energy components for 3 networks in 2050.
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for the 11 networks (see supplemental information for additional details), we found
that the centralized controller increases the consumer electricity cost between 4.7%
and 5.6% over the local controller. The reason for the modest cost increase with
centralized control is that all the flexibility for the customer in the form of storage,
EV charging, and thermal load is used for cost reduction, while the centralized
controller uses a small portion of it for grid reliability.

Note that this cost increase includes only the energy cost portion of the consumer
electricity bill, according to current TOU retail rates. A significant portion of the total
electricity cost to the consumer also includes the maintenance costs, capital invest-
ment, and asset depreciation of the distribution grid. There is previous work high-
lighting the substantial magnitude of the potential future distribution grid costs to
accommodate increased electrification.55,56 However, due to the complexity of pre-
dicting future energy and distribution asset costs and their wide variations across
different regions, it is a question of further research exactly how the savings of dis-
tribution maintenance and asset costs will compare with the potential increase in en-
ergy generation costs in the future.

Figure 3. Computed means and standard errors of the violation percentages with both control

schemes for each simulation year, averaged over all networks

Transformer overloading with centralized control grows more slowly after 2035 and drops sharply

after 2045. The number of nodes with voltage violations increases rapidly until 2035, when the leaf

nodes in the network are saturated with voltage violations. After 2035, the penetration of DERs

increases to the point where the centralized controller can start to reduce violations significantly.

After 2045 a significant portion of uncontrollable load is replaced by flexible load.
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Impact on peak network load

The primary goal of current DER coordination programs, such as VPP and demand
response, is to reduce total network peak load with no consideration of grid reli-
ability. In contrast, the goal of the centralized controller in this study is to reduce reli-
ability violations with no explicit attempt to reduce network peak load. Does it also
reduce peak load? To answer this question, we compared peak load over the simu-
lation horizon with our centralized controller to that with the local controller for all
networks. As can be seen in Figure 6, with the local controller, peak load is projected
to increase on average by 22% in 2035 and 50% in 2050 over the 2020 baseline due
to the increased adoption of DERs and electrification. With the centralized
controller, average peak load is reduced by 12% in 2035 and 18% by 2050. Hence,
coordinating DERs for grid reliability can also reduce peak load. This does not mean,

Figure 4. The empirical probability of the percentagemagnitude of transformer apparent powers

or node voltages being greater than x across all networks and scenarios in 2050

In addition to completely removing many violations with centralized control, the average

magnitude of remaining transformer and voltage violations drops from 243% to 159% and from

5.93% to 5.32%, respectively. Note that shifting the distribution of the magnitudes of all

transformer apparent powers and voltages toward the y axis represents less violations.
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however, that reliability coordination should completely replace demand response
and VPPs, as such programs would still be needed to deal with extreme climate or
other conditions in which peak load must be more significantly reduced.

Impact of flexible load penetration

The projections of flexible load in Jadun et al.18 include a base and enhanced case.
While we assumed the enhanced case in the reported results in this study, we also
simulated the impact with no available load flexibility. Figure 7 shows that the
centralized controller is able to further reduce transformer and voltage violations
when there is enhanced load flexibility. Without thermal load flexibility, there are
high percentages of transformer and node voltage violations, both with local control
and with centralized control. With full thermal load flexibility, violations actually in-
crease slightly under local control but cost improves by 1.9%. This increase in viola-
tions with local control occurs because the flexible load and EV charging are shifted
just outside the peak price period, resulting in large power consumption spikes.
Without load flexibility, the thermal load shape is more spread out across the

Figure 5. Topological heatmaps of the fraction of scenarios each transformer is overloaded, with the local and the centralized controllers for the

Sacramento network in 2040 and 2050

(A) Local control in 2040.

(B) Local control in 2050.

(C) Centralized control in 2040.

(D) Centralized control in 2050. Each node in the network represents an aggregation of consumers behind a secondary transformer. The transformers

with the most frequent overloads have higher concentrations of EV chargers. With the local controller, in 2040 and 2050, 62% and 75% of the

transformers experience overloading in half or more of the simulation scenarios, respectively. With the centralized controller, these numbers are

reduced to 47% and 26%.

ll

Joule 7, 1769–1792, August 16, 2023 1777

Article



peak and non-peak time periods. On the other hand, centralized control dramati-
cally reduces violations—by 34% and 6% for transformers and voltages, respectively,
on average—while improving cost by 1.1%. Hence, centralized control is essential in
realizing the full benefits of thermal load flexibility.

Impact of stationary storage spread

Stationary storage can help improve network reliability by shifting load away from
peak periods and storing excess solar PV generation. The projections we used
from Prasanna et al.,17 however, assume that storage is spread over only a fraction
of the nodes with solar, e.g., 70% in 2050. What is the impact of varying this spread
on grid reliability? To answer this question, we also compared the violations when
the same projected total amount of storage in the network is spread over 100% of
the nodes with solar.

One way to view the advantage of a wider spread of storage is in terms of the poten-
tial reduction in total storage capacity for a given violation percentage. To exemplify

Figure 6. Plot of themeans and standard errors of the peak load over the simulation horizon, with

local control relative to 2020 and centralized control relative to local control

Top: means and standard errors of peak load with local control averaged over all networks from

2020 to 2050. As the EV charging and thermal load electrification increase, the peak load increases

with local control. Bottom: means and standard errors of peak load with local control averaged over

all networks from 2020 to 2050. As DERs and load flexibility increases, the centralized controller

reduces peak load further, relative to the local controller.
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such reduction, Figure 8 plots the violation percentages for the Tracy network at
100% storage spread for several average consumer storage capacities, expressed
as percentages of the average projected consumer storage capacity. From Figure 7,
under the projected consumer storage capacity of 8.3 kWh, the percentage of over-
loaded transformers is 82% and 28% for the local and centralized controllers, respec-
tively. For these same transformer overload percentages, Figure 8 gives an average
consumer storage of around 5.39 and 5.54 kWh.

Impact of EV-charger-rated power

Our previous results assumed L2 EV-charger-rated power of 6.3 kW. To speed up EV
charging, higher-rated power chargers of 12 and 19 kW are being proposed.57 What
are the impacts on these higher power chargers on our results? To answer this ques-
tion, we repeated our experiments for each of these higher powers. The difference

Figure 7. Snapshots for the year 2050 of the means and standard errors of the percentages of

transformers with overloading and nodes with voltage violations with local DER control and

perfect foresight centralized control with none and enhanced flexible load control

With centralized control, the percentages of transformers with overloading and nodes with voltage

violations are reduced on average from 80% to 29% and from 28% to 18%, respectively, depending

on the network. With local control, the number of nodes with overloaded transformers and voltage

violations is 2.83 and 1.58 times higher than those with centralized control, respectively. This

implies the cost of upgrades with or without coordination would have a similar ratio. Without

flexible load control, the transformer violations with the local controller are less by 7% on average,

indicating that the local controller mismanages the flexible load when it comes to grid reliability.

However, the centralized controller can only reduce transformers with overloading and the nodes

with voltage violations by 15% and 4%, respectively.
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between the performance of the two controllers at higher power levels is explained
in Figure 9, which plots histograms of EV charging power for all networks and sce-
narios, with EV-charger-rated power of 19 kW. Note that the average charging po-
wer for the local controller is 18.5 kW compared with only 6.8 kW for the centralized
controller. This is due to the tendency of the centralized controller to spread
charging over higher fractions of the available windows, which is often many hours
due to residential owners charging overnight. Hence, with coordination, there is lit-
tle benefit to widespread adoption of 19-kW charging as there are only a few oppor-
tunities to make use of such high power without harming grid reliability.

Changing EV charging rated power to 19 kW increases the cost of the centralized
controller further, to 5.5%–6.1% over the local controller, because to minimize cost,
the local controller leverages the higher charger power to charge more during the
low-price periods. Given that we only consider the TOU energy cost of the electricity
bill, this increase should not be a major barrier to adoption of DER coordination.

Key findings

Using a suite of distribution networks and recent projected increases in DER and
electrification penetration, a power-flow-driven simulation and optimization

Figure 8. Plots of the means and standard errors of violation percentages under varying amounts

of total network storage capacity for 100% storage spread in 2050 for the Tracy networkwith the

local and centralized controllers

The storage capacity is a percentage of the projected average consumer storage capacity in 2050,

which is 10.1 kWh. The storage capacity with the maximum rate of decreasing violations for the

centralized controller occurs between 56% and 63%, and 49% and 56%, for transformers and node

voltages, respectively.
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methodology is used to quantify the impacts of these increases on distribution grid
reliability over the next three decades. Our main findings are:

(1) Using current local DER control, on average 81% of the transformers and 28%
of the nodes are expected to experience violations by 2050, requiring major
and costly grid infrastructure upgrades. Using the perfect foresight cen-
tralized DER controller, these percentages are reduced to 28% and 18%,
respectively, in 2050, which promises major savings in required infrastructure
upgrades. We found that with the centralized controller, the violations first
increase and then decrease with increased adoption of flexible load and
storage. These violation reductions are achieved with an average increase
in consumer electricity cost of only 5% over the local controller, whose objec-
tive is to reduce consumer electricity cost.

(2) Although the centralized controller’s main objective is to reduce violations, it
significantly reduces total grid peak load—an important goal in overall grid
decarbonization—by 7%–24% in 2050. This suggests that coordinating
DERs for grid reliability would complement the current programs, such as de-
mand response and VPP programs, which aim to reduce electricity costs dur-
ing high grid peak load events but with no consideration of grid reliability.

(3) The high penetration of flexible load assumed in our study is a major contrib-
utor to the significant reductions in violations with the centralized controller.
However, if reliability is not considered by the DER controller, as is the case
today, thermal load flexibility actually increases violations. Therefore, future
schemes to integrate and incentivize thermal load flexibility should empha-
size reliability as an objective.

(4) The centralized control can help reduce violations even more over local con-
trol for networks, with higher spread of storage across the nodes with solar PV,
and networks with higher EV-charger-rated output power.

Figure 9. Histogram of EV charging power across all simulations in the year 2050 with 19 kW

maximum charging power

The local controller defaults to charging at the maximum power during low-price periods and only

charges at lower power when not as much EV charging is needed. In comparison, the centralized

controller limits charging power to avoid grid violations as much as possible, while still fully

charging the EV in the allowed window.
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The results of our study suggest that future programs for incentivizing the adoption and
integration of DERs, including thermal loads, EVs, solar PV, and stationary storage,
should include a requirement for consumers to participate in reliability coordination
in order to avoid the violations seenwith lower adoption of flexibility. Because address-
ing grid reliability requires some detailed information about the grid, the distribution
system operator (DSO) will need to play a key role in such coordination programs.

DISCUSSION

While our results suggest that DER coordination can provide significant benefits to
grid reliability, it is not clear how much of these benefits can be attained by practical
coordination schemes, which must operate under temporal and spatial uncertainties
of load and renewable generation, incomplete information about the network,
communication network constraints and, more importantly, the fact that DERs are
owned by different consumers with varying objectives and privacy constraints. The
development of implementable schemes for DER coordination under these con-
straints remains a significant technical challenge.38,39

As in any data-driven study, there are several limitations, stemming mainly from a
lack of sufficient data and justifiable assumptions. Limitations of our study include
(1) EV charging events represent only current San Francisco (SF) Bay area patterns,
(2) there is always a sufficient number of EV chargers at each commercial consumer
node to accommodate charging demand without any queuing, and (3) except for
dependence on node load and type, the distribution of DERs across the nodes is
assumed to be uniform, which may not be realistic given possible variations in con-
sumer demographics. Additionally, because we simulate the average trend of DER
penetrations, it is possible that outlier networks will have radically different penetra-
tions of DERs, so the conclusions would not apply to them. When considering how
other combinations of DER penetrations may impact the results, one must consider
how some penetrations increase the flexibility while others increase the load. As the
load increases, DER flexibility becomes more important to ensure reliability. On the
other hand, if the flexibility is dramatically reduced, the benefit of coordination
would be less, as you are closer to the 2020 penetration scenario.

Our analysis can be extended in several directions. One extension would be to
include other reliability metrics that are amenable to quasi-static power flow anal-
ysis, such as constraints for power lines, breakers, and voltage regulators. Another
extension would be to compare the results under different electricity tariffs. A poten-
tially more important extension would be including net-metering and DER participa-
tion in ISO markets, such as wholesale or ancillary service markets, as suggested by
the FERC order 2222. However, our results do not change when considering a net-
metering scheme that provides a lower compensation than off-peak TOU rate, for
example, wholesale market rate. Some current net metering schemes compensate
net-metering at the TOU peak price, effectively providing sufficient free storage
to offset all excess solar. In this case, consumers have no incentive to deploy station-
ary storage, which harms grid reliability through excessive solar backfeeding. While
our methodology can accommodate DER participation in ISO markets, such partic-
ipation is highly dependent on the portfolio of transmission system assets and the
prices of such services. This makes the design of a scenario and control scheme to
use in our methodology too speculative at this time.

Finally, the framework presented in this paper can be used to benchmark the impact
of new technology options and investments under consideration in ongoing
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electrification programs, such as increased adoption of heat pumps, water heaters,
and vehicle-to-grid charging.

EXPERIMENTAL PROCEDURES

Resource availability
Lead contact
Further information and requests for resources should be directed to the lead con-
tact, Thomas Navidi (tnavidi@stanford.edu).

Materials availability
This study did not generate new unique materials.

Data and code availability
All data and data generators used in the study are publicly available and referenced
in this paper. The code used to run the experiments in this paper is available at:
https://zenodo.org/badge/latestdoi/652751998.

Simulation methodology

The organization of this section generally follows the block diagram in Figure 1. The
numbers and letters in the block diagram are referred to when applicable. Pseudo-
codes of some of the more complex procedures and further details are provided in
the supplemental information.

Network model, load profiles
(A in Figure 1) The 3-phase distribution network model of each network provides the
information needed to perform power flow simulation using OpenDSS,58 including
topology, line impedance values, windings, and electrical characteristics of trans-
formers. The network model also includes average daily peak real power consump-
tion for every consumer node. Some networks have their transformer rated power
capacities specified. For the other networks, we set the capacities to 120% of their
respective peak values in the 2018 dataset. As in OpenDSS, a node in our work refers
to a bus-phase combination and each of the three phases having separate power
lines. Hence, a consumer site can be modeled by more than a single consumer
node, each having its own independent load. Most of the consumer sites in our study
have a single phase or are balanced over multiple phases. Similarly, a 3-phase trans-
former is modeled by 3 single phase transformers each with its own apparent power
capacity. Table 1 shows the main characteristics of each of the distribution grids (see
supplemental information for additional characteristics).

(B in Figure 1) To construct the baseline load profiles, we use residential and com-
mercial customer data from Wilson et al.15 which is modeled after measured data
collected in 2018. For each network, we extract hundreds of 1-year, 15-min load
profiles from this dataset based on its geographical census code. Although some
networks provide load profiles, we do not use them to account for the electrification
of thermal loads. Instead, we use the average daily peak load from the provided data
to calibrate load at each node to ensure compatibility. The rest of the load profile
data comes from the NREL dataset, so that we can capture the different components
of electrification. To set the baseline load profile for each consumer node in the
network, we randomly select one load profile from the extracted data, which has
average daily peak load within G10% of that for the node. The randomly selected
profile determines whether the node corresponds to a residential or commercial
consumer. This baseline load profile is then scaled so that its average daily peak
load matches the value given by the network.
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Projections of the increased energy due to electrification in the US up to 2050 are
given in Trieu et al.16 We consider the high scenario, with estimates of residential
and commercial for 2050 of up to 14% and 39%, respectively, relative to their corre-
sponding 2018 demand, depending on the state and categorized by space heating,
water heating, and other. To determine the load profiles for a future network sce-
nario, we use the following procedure: first, the electrification due to loads other
than thermal are uniformly increased by their electrification projection percentage.
We then randomly choose a consumer that does not already have electric space
heating or water heating and assign to it a load profile of either space or water heat-
ing. For each selected consumer, we convert its thermal energy profile from Wilson
et al.15 to electric energy using the median published efficiency for the correspond-
ing electric appliance in California Energy Commission.59 The electric energy profile
is then added to the existing baseline load profile for the consumer. This process is
repeated until the total added electric energy in a network equals its electrification
projection. The reactive power component of the load for each node is chosen such
that the power factor is randomly distributed between 0.9 and 0.95 as is commonly
assumed, e.g., see Bu et al.11

DER parameters and penetrations
(C in Figure 1) Workplace and home L2 chargers are assumed to have a maximum
charging power of 6.3 kW.60 We assume that the charging power can be set to
any value between 0 and the maximum. We do not include EV fast-charging stations
for two reasons. First, fast charging does not have flexibility, thus a limited amount of
fast charging would be similar to how we model the other inflexible loads that in-
crease the peak load at the added node. If a lot of fast charging is added to one
node, the utility would likely add a corresponding upgrade to that grid or use stor-
age to offset the load. Any new infrastructure added to support a DC fast charger
would be unlikely to experience violations, as it would be built to handle them. Addi-
tionally, the use of added storage to offset the fast charger would be similar to how
we already model storage and the other inflexible loads.

Each storage unit has a maximum c rate of 0.517 and a round-trip efficiency of 86%.61

(D in Figure 1) EV penetration is defined as the EV charging energy as a percentage
of the total energy in the network with no solar or EVs included. The penetrations we
assume are derived from the projections in Trieu et al.16 We consider the high elec-
trification due to EVs scenario in 2050 of 29%–38% relative to the 2018 baseline load,
depending on the state.

PV penetration is the energy generated by solar PV as a percentage of total energy
consumed by the network, including for EV charging. We set the PV penetration in
2050 for each network to 23% of the total potential rooftop solar PV generation of
its nearest city,62 which corresponds to approximately the same amount of solar
PV capacity as the high penetration scenario for nationwide distributed PV projected
in Prasanna et al.17 To determine the PV penetration for the years prior to 2050, we
scale the penetrations in proportion to the nationwide PV capacity provided in Pra-
sanna et al.17 The PV generation profiles for each network are obtained from the so-
lar data for the closest geographic region to the network provided in NREL.63

We assume that only nodes with solar PV can have stationary storage and define
stationary storage adoption penetration as a percentage of the nodes with PV.
The storage penetrations we assume correspond to the highest adoption rates given
in Prasanna et al.,17 which range between 30% and 70%, depending on the year.
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(E in Figure 1) The TOU tariffs19 include peak, part-peak, and off-peak rates for both
residential and commercial consumers. The hours during which these rates apply are
chosen such that themiddle of the peak price hour corresponds to themost frequent
total network peak demand hour. In addition, EV TOU rates64 are included; see sup-
plemental information for details.

Scenario generation
(1 in Figure 1) The first step for generating a simulation scenario is to determine the EV
charging windows. To do so, we use the synthetic data generator in Powell et al.65 to
produce sample charging schedules, each consisting of a starting time, ending time,
charging energy demand, and whether charging is done at home or at work over the
1-year simulation horizon. We assign the EV charging schedules to residential and
commercial nodes at random but with the constraint that each residential node can
accommodate at most one charger per 12.2 kW of its peak load to prevent an unreal-
istic pileup of chargers on a few nodes. The probability of a commercial node being
assigned to an EV is proportional to its peak load. The EV charging power injection pro-
file is determinedby the control algorithm used.However, the total amount of charging
energy is predetermined by the data generator in Powell et al.65 We continue to add
new EVs to the network in this manner, until the total energy consumed by EVs is equal
to the total projected EV electrification penetration energy.

(2 in Figure 1) Solar PV is assigned to nodes as follows.We pick a node at random and
assign it a PV generation profile that is scaled such that the ratio of solar PV energy
generation to the total energy consumed by the node is randomly distributed be-
tween 40% and 90%, which roughly corresponds to the upper quartile estimate of
residential PV system sizes given in Prasanna et al.17 This process is repeated until
the total solar PV energy generation in the network reaches its prescribed value.

(3 in Figure 1) To assign storage to nodes, we first randomly select a subset of the
nodes with solar PV whose size is determined by the given storage penetration.
Each node in this subset is then randomly assigned a storage capacity between
40% and 80% of the average daily PV energy generation, which corresponds to
the upper quartile estimate of residential battery system sizes in Prasanna et al.17

The battery power injection profile is determined by its control algorithm.

(4 in Figure 1) Finally, we assign the appropriate tariffs to each consumer node. Addi-
tionally, a randomly selected set of 40% of the consumer nodes with EV chargers64

are prescribed an EV TOU electricity tariff for their EV charging energy; see supple-
mental information for additional details on scenario generation.

DER control, cost computation
(F, 5, and 60 in Figures 1) The variables and constants we use in the formulation of the
control algorithms are given in Table 2. We use boldface for vectors and the notation
f(t) to indicate a function of time step t. The size of a vector/matrix should be clear
from the context, inequalities involving vectors are elementwise, and p2 means tak-
ing the square of each element of the vector p.

Local control schemes. We consider two local control schemes. In both schemes,
we assume that the controller at each consumer node is operating its DERs autono-
mously, with the goal of minimizing the consumer’s total electricity cost.

The first local controller, which we use throughout the study, is a simple heuristic that
does not presume knowledge or forecasts of any variable values, except for the end
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of the current EV charging window and the percentage of thermal load that is flex-
ible, which may be specified by the consumer.

In each time step, the controller checks whether there is excess solar PV genera-
tion after meeting its node’s uncontrollable demand. If there is excess PV gener-
ation, it first uses it to charge an EV, assuming there is an EV to be charged, then
uses it to power the flexible load, if any, up to the amount of flexible load de-
manded during the peak price period. Finally, any excess is used to charge the
stationary storage unit, assuming there is such a system and the storage is not
full. Any remaining excess PV generation beyond these three uses is fed back
into the grid.

If there is no excess solar PV generation, the controller calculates the future time
periods in which the EV (if it exists) can charge at the lowest cost within the given
charging window. The same procedure is applied to the stationary storage, with
the condition that it is fully charged just prior to the peak price period. If the cur-
rent time step is within the lowest cost periods in the calculated schedules, the
controller charges both the EV and storage. The controller reduces the power con-
sumption of the flexible loads during the peak price period by as much as possible.
After removing all flexible load from the peak price period, any remaining flexible
load during the nearest partial peak load period is also removed. The percentage
of load removed is upper bounded by the percentage of thermal load that is flex-
ible, 4. The same amount of energy removed is added back equally across 1 h
before and after the energy is reduced. Finally, the controller discharges the stor-
age as much as needed or available to reduce demand during the peak price
period.

While no local controller can directly reduce transformer overloading or voltage vi-
olations, the above local controller indirectly reduces them by trying to shift the load
to non-peak time periods. One might then ask: how much can the performance of
this controller improve, both in terms of cost reduction and reliability improvement.
To answer this question, we consider the following perfect foresight local controller,
which assumes that each consumer node knows its load, including flexible load, solar

Table 2. Variables and constants used in the DER control algorithms

Symbol Description

t;T ;N;NC ; i; j;Ki ;k time, number of time steps, number of nodes in the
network, number of consumer nodes, node indices, number
of controllable DERs in node i, controllable DER index

t;εi set of input and output node pairs for all transformers,
set of EVs in node i

s;p;q;v;tij power, real power, reactive power, voltage magnitude,
square of transformer apparent power magnitude

vmin;vmax;tmax
ij limits on voltage magnitude and square of transformer

apparent power magnitude

c;d;Q;Qmax;Qmin;gl ;gc ;gd EV and storage charging power, discharging power, amount
of stored energy, maximum and minimum energy capacity,
battery leakage, charge efficiency, discharge efficiency

ubase ;umax;u;4;Td base flexible load profile, maximum power consumption of
flexible load, flexible load profile after control, fraction of
thermal energy that can be controlled, time steps in a day

tendk ;Qfinal
k End of charging time for EV k, final charge energy for EV k

As+ a;Fs+ f ;Gs+ g linear models for mapping from node power injections to
voltage magnitudes, transformer real power, and
transformer reactive power

m;l cost of electricity, cost function component weight
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PV generation, and EV charging windows over the entire 1-year simulation horizon
in advance. The control actions for this scheme are then determined for each
node i˛ ½1: NC " by solving the optimization problem:

minimize :
ci ;di ;Qi

L1;i + l2L2;i (Equation 1)

subject to:

0 % c iðtÞ% cmax
i ; (Equation 2)

0 % diðtÞ%dmax
i ; (Equation 3)

0 % uiðtÞ%umax; (Equation 4)

QiðtÞ = glQiðt % 1Þ+gccðtÞ % gddiðtÞ; (Equation 5)

Qmin
i % QiðtÞ%Qmax

i ; (Equation 6)

Qik

!
tendk

"
= Qfinal

ik for k ˛ εi; (Equation 7)

XTd

t = 1

uiðtÞ =
XTd

t = 1

ubase
i ðtÞ; (Equation 8)

1
2

XTd

t = 1

##uiðtÞ % ubase
i ðtÞ

##%4i

XTd

t = 1

ubase
i ðtÞ; (Equation 9)

where

L1i =
XT

t = 1

miðtÞ

"

piðtÞ+uiðtÞ+
XKi

k = 1

ðcikðtÞ % dikðtÞÞ

#

+

(Equation 10)

is the total cost of electricity at the node, and

L2i =
XT

t = 1

XKi

k = 1

ðcikðtÞ+dikðtÞÞ2 (Equation 11)

is a battery operating cost that aims to reduce battery aging. The constraints
(Equations 2, 3, and 4) limit the power each storage, EV charger, or flexible load
can charge or discharge, (Equation 5) models the storage charging dynamics,
and (Equation 7) models the constraint that each EV must be fully charged within
the given window. We are able to combine the EV charging and storage con-
straints by setting dmax

ik = 0 to prevent vehicle to grid discharging and cmax
ik = 0

when outside of the given charging window for each EV k. We assume EV charging
has the same efficiency as stationary storage charging. The constraint (Equation 8)
ensures that the total daily energy before and after the optimization are the same,
and the constraint (Equation 9) ensures that no more than 4 of the thermal load is
adjusted. The one-half fraction prevents double counting both the curtailed and
the compensated energy when balancing the energy consumption of the flexible
thermal load. Note that the local controller used throughout the study effectively
solves the optimization problem in Equation 1 for a single time step t without the
L2i term in the objective.

In the supplemental information, we compare this perfect foresight local controller
to the heuristic local controller we use in the study and discuss how costs are equiv-
alent with the control schemes and reliability does not improve.
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Centralized DER control scheme. We consider a perfect foresight fully centralized
DER control scheme with 2-day overlapping windows. The optimizer for each 2-day
window has full knowledge of the load profile, solar generation, and EV charging
events during these 2 days. The controller uses the optimization results for the first
day and the process is repeated for the following 2-day window. This controller
should provide a lower bound on the number of violations of any implementable
scheme, since (1) an implementable scheme does not have any knowledge of the
future, (2) the operation of EVs and thermal loads are performed within a single
day as the power cannot be deferred by more than 1 day, and (3) the state of charge
of the storage can reach all possible states within a few hours and has a cyclical na-
ture due to the cyclical nature of solar PV power, loads, and the TOU tariffs. Themain
computational bottlenecks in simulating this scheme are the non-convexity of its
optimization problems, the nonlinearity of the AC power flow equations for a
3-phase network, the large size of some of the networks, and the large number of
DERs, especially flexible load and EV charging events.

To address the non-convexity and non-linearity of the AC power flow equations, we
use the following data-driven linear models of the AC power flow equations for each
3-phase network; see Bolognani and Dörfler66 and Liu et al.67

vðtÞ = AsðtÞ+ a; (Equation 12)

tðtÞ = ðFsðtÞ+fÞ2 + ðGsðtÞ+gÞ2; (Equation 13)

where for node i˛ ½1 : N",

siðtÞ =

"
piðtÞ+ uiðtÞ+

XKi

k = 0
ðcikðtÞ % dikðtÞ Þ

qiðtÞ

#

is the power at time t ˛ ½1 : T ". This approximation makes the optimization problem
convex and computationally tractable and has been shown to be quite accurate.

The linear model coefficients are trained via least squares regression. For each
centralized controller scenario, the training data consists of the nodal voltage/trans-
former apparent power and power injection data from the peak month of the corre-
sponding local controller simulation.

In addition to the costs of electricity (Equation 10) and storage (Equation 11), the
cost function for the centralized scheme includes a component for voltage violations

L3 =
XT

t = 1

XN

i = 1

!$
viðtÞ % vmax

i

%
+
+
$
vmin
i % viðtÞ

%
+

"2
;

and a component for transformer overloading

L4 =
XT

t = 1

X

ði;jÞ˛ T

&h
tijðtÞ % tmax

ij

i

+

'2
: (Equation 14)

The limits in these two cost functions are tightened by 5% compared with the metric
to account for linear model inaccuracies and to discourage even the smallest of
violations.

The actions of the centralized DER controller are obtained by solving the following
optimization problem for overlapping 2-day windows over the 1-year simulation
horizon.
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minimize :
c;d;Q;v;t

XNC

i = 1

ðL1i + l2L2iÞ + l3L3 + l4L4

subject to Equations 2, 3, 4, 5, 6, 7, 8, 9, 12, and 13 for i˛ ½1: NC "

Note that the cost function for this optimization problem is a weighted sum of the elec-
tricity, storage operation, voltage violations, and transformer overloading costs. The
weights were selected to emphasize the priority of each cost component. The un-
weighted cost (energy cost) is determined by the cost of electricity, which has a
maximum value of 0.125. The grid reliability objectives have maximum priority, so
we gave them a weight of 125. The battery operating cost has the lowest priority, so
has a weight of 0.001. These weights were determined by performing several experi-
ments to show that further emphasis on reliability does not yield different results. We
use the linearized power flow approximations to make the problem computationally
feasible. The constraints are for the storage operation, EV charging, and flexible load.

Power flow simulation. (6 in Figure 1) To obtain the voltage magnitudes and trans-
former apparent powers from the net power injections at each node in the network
scenario, we use the OpenDSS quasi-static power flow simulator.58 Following Jain
et al.,20 the metric we use for steady-state voltage declares a violation at a node if
its voltage magnitude exceeds the specifications in the ANSI C84.1 standard, which
represent a deviation of G5% from the nominal voltage magnitude in one or more
15-min time steps. The metric for transformer thermal overloading declares a viola-
tion at a transformer if its average apparent power is greater than 120% of its rated
capacity over one or more 2-h windows.

Statistical methods

(8 in Figure 1) In order to calculate the averages and standard deviations reported in all
figures with average results across all networks, we first calculate the sample mean and
standard deviation across all 16 scenarios for each of the 11 networks, leading to 11
means and 11 standard deviations. We then compute the average and standard devi-
ation, as the square root of the average sum of the variances, across all 11 networks.

Software implementation

To obtain the results reported in this paper, we ran 27 simulations for each of the 11
networks. Each simulation involved the generation of 16 1-year scenarios, each at a
15-min resolution. The main computational bottlenecks in our simulations include
performing very large numbers of local control operations (around 14 million) to
determine DER power injections and solving the optimization problems for the
centralized controllers. To address the first challenge, since the tasks are embarrass-
ingly parallel, we ran our simulations on a large number of processor cores. We ad-
dressed the second challenge by making the approximations discussed in the local
control schemes section. The largest simulation in our study is the Oakland network
in the year 2050, which has 10,073 nodes, 1,789 EVs, 1,494 storage units, resulting in
the optimization problem having 8million variables for each 2-day window. The opti-
mization is solved 365 times sequentially, updating the inputs for the next day. Even
after addressing the aforementioned computational bottlenecks, the computation
time for solving this optimization problem takes over 64 min on an Intel Xeon E5-
2640 V4 2.6GHz 8-Core processor.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.joule.
2023.06.015.
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