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Converging 2 revolutions of 21st century



Current ML methods are not sufficient

 Biology has genetic & chemical tools that allow perturbational 
screens on a scale unmatched by any other field

 Novel AI theory is needed to make use of this data and get at 
causality

 Biology has the potential to inspire new 
and profound avenues of AI research



Cancer Immunotherapy Data Science Challenge                                               

Ipilumibab: significantly 
improves survival rates for 

patients with advanced 
melanoma

Hodi et al., NEJM, 2010
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immune system to kill cancer cells  
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Cycling
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Perturb-seq data with 
70 different knockouts

https://go.topcoder.com/schmidtcentercancerchallenge

Competition: Make immunotherapy 
more effective for more cancers

Identify knockouts to move T-cells away 
from the terminal exhausted state

Jan 9-Feb 3, 2023

Validation in mouse, prizes of $50k



Traditional causal framework in context of gene regulation

Causal structural equation models:

Eric H. Davidson, 2006

Ex: Gene regulatory network for pregastrular
endomesoderm specification in sea urchins

Sewell Wright, 1920

Sewell Wright developed the foundation of causal 
inference by studying heredity

Uhler et al., Ann Stat 2013; Squires & Uhler, Found Comput Mat, 2022

Peter Spirtes laid foundations for causal structure 
discovery from observations on the nodes

Algorithms with provable limits and guarantees 
(learn 10-100 node graphs from 10^6-10^7 interventional samples)



Causal imputation problems in single-cell biology
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Transport to new contexts Transport to new perturbations

How to think of causal variables in images?
Can multi-modality help?



Over-parameterized neural networks

Autoencoder:

Radhakrishnan et al., arXiv:2204.14126

- Deep neural networks can generalize 
while interpolating the training data

- Infinitely wide neural networks 
converge to the neural tangent kernel

- Neural tangent kernel with specific 
activation function is Bayes optimal 
for classification

Belkin et al., PNAS 2019

Jacot et al., NeurIPS 2018
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Over-parameterized autoencoders learn maps 
that are contractive at training examples

Radhakrishnan, Belkin & Uhler, PNAS 2020



Causal imputation problems in single-cell biology

Expression in 
context 1 

(disease, cell 
type, etc.)

genes

Expression in 
context 2

(disease, cell 
type, etc.)

genes

f?

control

? ?

control

Single-cell 
images

f?

Single-cell 
images

Transport to new contexts Transport to new perturbations

How to think of causal variables in images?
Can multi-modality help?



Idea 1: Multi-modal learning to discover causal feature

Representation learning as a tool for causal feature discovery
by learning integrated latent spaces:

Causal features should be invariant to modality in which they are measured!

Yang et al., Nature Communications 2021

Invariant prediction for causal inference: Peters, Buehlmann, Meinshausen Causal feature learning: Chalupka, 
Invariant risk minimization: Arjovsky, Bottou, Gulrajani, Lopez-Paz Perona, Eberhardt

Disentanglement: Schoelkopf, Bengio,… 



Over-parameterization & spatial transcriptomics

Zhang, Wang, Shivashankar & Uhler, Nature Communications, 2023

STARmap data: single-cell gene 
expression plus spatial coordinates 

from mouse Alzheimer model

Over-parameterized (4 mice brains) Standard autoencoder



Unsupervised GWAS in multi-modal latent space 

Radhakrishnan et al., to appear in 
Nature Communications



Learning latent causal graph

Sturma, Squires, Drton & Uhler, arXiv:2302.00993

full column ranklinear additive causal 
structural equation 

model with non-
Gaussian noise

Allows  application of the 
results on identifiability of 

linear ICA

For each shared latent 
node there is at least one 

child in every domain

Theorem: The number of shared latent nodes and the joint domain distribution is identifiable. 
If there are no edges between the shared and domain-specific latent components and each 
shared latent node has at least 1 pure child, then also the shared latent graph is identifiable.

Similar identifiability results under interventions on latent nodes when only having access to a single modality
Squires, Seigal, Bhate & Uhler, arXiv:2211.16467
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Idea 2: Matrix completion using neural tangent kernel

Predict the effect of a 
new perturbation / 
context combination?

Standard low-rank 
matrix completion 
approaches won’t 
work!

We built an NTK framework for matrix completion that 
can make use of feature priors on rows and columns

Radhakrishnan et al., PNAS 2022
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Target identification in the context of COVID-19

SARS-CoV-2 
disease 
signature

Transport effect of 
perturbations from 

CMap to SARS-CoV-2 
infected A549 cells and 
find drug that is most 

anticorrelated with 
disease signature Predicted drug effects

Belyaeva, Cammarata, Radhakrishnan et al., Nat Comm, 2021

CMap

Causal structure discovery to identify putative causal drug targets:



 Developed a theoretical and algorithmic framework for integrating and translating 
between different data modalities, observational and interventional

 Autoencoders are not only extremely useful for data integration and translation, but also 
for studying the theoretical properties of neural networks

 Over-parameterization leads to remarkable self-regularization properties and 
computational gains

 If we are able to predict the effect of unseen perturbations, we can build active 
framework for optimal intervention design to induce desired distribution shift 

Zhang et al., NeurIPS 2021 & arXiv:2209.04744

Biomedical sciences are uniquely suited not only to 
being one of the greatest beneficiaries of research 

machine learning but also one of the greatest 
sources of inspiration for it.
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