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Abstract—The first integrated multi-aperture image sensor is
reported. It comprises a 166×76 array of 16×16, 0.7µm pixel,
FT-CCD subarrays with local readout circuit, per-column 10-bit
ADCs, and control circuits. The image sensor is fabricated in
a 0.11µm CMOS process modified for buried channel charge
transfer. Global snap shot image acquisition with CDS is
performed at up to 15fps with 0.15V/lux-s responsivity, 3500e-
well capacity, 5e- read noise, 33e-/sec dark signal, 57 dB dynamic
range, and 35 dB peak SNR. When coupled with local optics,
the multi-aperture image sensor captures overlapping views of
the scene, which can be post-processed to obtain both a high
resolution 2D image and a depth map. Other benefits include
the ability to image objects at close proximity to the sensor
without the need for objective optics, achieve nearly complete
color separation through a per-aperture color filter array, relax
the requirements on the camera objective optics, and increase
the tolerance to defective pixels. The multi-aperture architecture
is also highly scalable, making it possible to increase pixel counts
well beyond current levels.

Index Terms—CMOS image sensor, Multi-Aperture image
sensor, Charge coupled devices (CCD), Charge transfer, Image
sensors, Active pixel sensor (APS), Analog-digital conversion

I. I NTRODUCTION

A MULTI-APERTURE (MA) image sensor [1] consists of
an array of apertures, each with its own subarray of pixels

and integrated image-forming optics (see Fig. 1). The sensor
readout is performed hierarchically, first at the aperture level
and then globally across apertures.

The operation of a multi-aperture system is different from
that of a conventional camera. Whereas in a conventional
camera the objective lens focuses an image at the image
sensor in the focal plane such that the pixels capture the real
image, in a multi-aperture configuration the objective lens
focuses a virtual image a certain distanceabove the sensor
such that the pixel subarrays capture overlapping subimages
of the virtual image. A high resolution 2D image can be
reconstructed from the subimages via post-processing. The
overlap between the subimages provides several benefits that
can be achieved through more sophisticated post-processing.
These include (i) obtaining a depth map of the scene, (ii)
eliminating color crosstalk between different color channels
by using a per-aperture color filter array, (iii) relaxing the
requirements on the objective lens, and (iv) increasing the
tolerance to defective pixels. In addition to these benefits, the
hierarchical readout architecture of the multi-aperture image
sensor makes it feasible to scale the pixel count well beyond
that of conventional image sensors.

As discussed in [1], depth resolution continues to improve
with pixel scaling below the limit set by the spot size of
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Fig. 1. A conceptual view of a multi-aperture image sensor. Each aperture
comprises a small pixel subarray and integrated imaging optics.

conventional optics. The reason is that the depth of a feature
is measured by the displacement between the locations of its
images in different apertures, and the accuracy of localization
continues to improve with pixel scaling. The trade-off between
achievable spatial and depth resolutions in a multi-aperture
image sensor was discussed in [1]. Deeply scaled pixels also
enable high resolution imaging at close proximity to the
sensor, which can be useful in such applications as microscopy
and in vivo imaging [2]. In this configuration, the objective
optics are completely eliminated resulting in an imaging
platform with very small working distance.

Designing scalable arrays of submicron CMOS pixels with
acceptable imaging performance is challenging, however, be-
cause of the high dielectric stack height and optical occlusions
resulting from the use of metal layers in the pixel. As such, we
proposed in [1] to use a frame-transfer charge couple device
(FT-CCD) subarray to achieve both high optical coverage
and large well capacity. We further proposed implementing
the image sensor in CMOS technology to enable fast multi-
aperture readout and the integration of analog and digital
circuits. A concern about this approach was the feasibility
of implementing a CCD with acceptable charge transfer effi-
ciency and imaging performance in a single polysilicon CMOS
technology. Multiple polysilicon layers are typically used in a
CCD process to create small polysilicon gap spacings, which
reduce the potential barriers or pockets between electrodes [3].
As CMOS technology scales, however, the spacing between
polysilicon lines becomes small enough to facilitate charge
transfer between electrodes with voltage levels compatible
with other CMOS circuits. Furthermore, narrow polysilicon
electrodes create large fringing fields that further improve
charge transfer time and efficiency. With additional implants,
improvements can be made to reduce dark current and surface
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traps.
The feasibility of implementing a CCD in a scaled CMOS

technology that is suitable for realizing a subarray in a
multi-aperture image sensor with acceptable performance was
demonstrated in [4]. We reported on a 16×16, 0.5µm pixel-
pitch surface channel FT-CCD in 0.11µm CMOS technol-
ogy with 99.9% charge transfer efficiency, well capacity of
3550e−, dark current of 50e−/sec, peak SNR of 28dB and
dynamic range of 60dB. In a subsequent paper [5], we
presented the first complete multi-aperture image sensor chip
comprising a 166×76 array of 16×16, 0.7µm pixel FT-CCD
subarrays, per-column ADCs, control logic and chip readout
circuits fabricated in the same 0.11µm CMOS technology.

This paper provides a more complete presentation of the
multi-aperture image sensor reported in [5] and its char-
acterization results. To be self-contained, we begin with a
detailed discussion of the multi-aperture concept and someof
its benefits and implementation challenges. In Section III,we
describe the design and operation of the sensor. In Section IV,
we provide detailed electrical and optical characterization
results.

II. BACKGROUND

A conventional CCD or CMOS image sensor comprises
a contiguous array of pixels. The objective lens focuses
the image onto the image sensor (focal) plane, creating
a one-to-one correspondence between points in the object
space and points in the image as illustrated in Fig. 2(a). In
contrast, a multi-aperture image sensor comprises an arrayof
pixel subarrays with gaps in between them and each pixel
subarray has its own image-forming optics. The objective lens
creates a focused virtual image a certain distance above the
multi-aperture image sensor plane and the local optics form
secondary subimages of the virtual image as illustrated in
Fig. 2(b). By setting the magnification of the local optics
to less than one, the subimages captured by the apertures
overlap. As such, each point in the object space is mapped
into several points in a group of neighboring apertures. The
captured subimages can be combined to form a 2D image and
a depth map of the scene. Note that the objective lens in our
system has no aperture from the perspective of the aperture
array. This allows for a relatively complete description ofthe
wavefront in the focal plane. The amount of depth information
that can be extracted depends on the total area of the objective
lens that is covered by the aperture array and ultimately on
the accuracy in the localization of features.

While our system is similar in structure to the plenoptic
system described in [6], which employs a separate microlens
array on top of an image sensor, there is a key difference
between the way these two systems operate. In the plenoptic
system, the objective lens is focused onto the microlens
array and the microlens array is focused onto the system
aperture. Each microlens spreads out the incident rays to
the pixels behind it, which provides information about their
direction as well as intensity. While the spatial resolutionof
the plenoptic system is limited to the microlens count, the
information about the directions of the rays can be used for a
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Fig. 2. Comparison of conventional versus multi-aperture imaging.

number of applications such as range finding and perspective.
Note that the plenoptic system contains only one aperture
(that of the objective lens), which is imaged by each of the
microlenses. The useful size of each pixel in this configuration
is limited by microlens aberrations and fundamentally by
diffraction. In contrast, our system captures less information
about the wavefront but achieves higher spatial resolutionthan
the aperture count because each aperture captures a focused
subimage with magnification greater than the reciprocal of
the number of pixels in either the horizontal or vertical
directions. Depth is extracted by sampling each point in the
focal plane from multiple perspectives. In this configuration,
pixels smaller than the spot size of the local optics are useful
because they increase the localization accuracy of features
and thus the displacement between the locations of the same
feature in different subimages. Our image sensor architecture
is also similar to that of the TOMBO compound-eye [7]
whose purpose is to realize a compact, thin camera with a
total resolution exceeding that of an individual aperture.The
TOMBO’s spatial resolution is largely dependent on object
distance, while our multi-aperture image sensor confines the
imaging to a tight region behind the objective lens to enable
high spatial resolution in both 2D and 3D imaging.

Fig. 3 illustrates the process of image formation and the
reconstruction of a 2D image in a multi-aperture imaging
system. The figure shows the virtual image formed at the focal
plane and the resulting subimages captured by the apertures.
Note that a feature, such as the bird’s eye, appears in differ-
ent locations within 16 different apertures. By appropriately
shifting the subimages and combining them, a 2D image
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Fig. 3. Reconstruction of a 2D image from multi-aperture subimages.

can be reconstructed. In addition to the ability to form a
complete 2D image of the scene, the overlap between the
subimages captured by the apertures provides other benefits.
In the following sections, we discuss two of these benefits in
some detail.

A. Depth

An example of how depth information is obtained using
a multi-aperture imaging system is depicted in Fig. 4. The
sphere represents an object in close proximity to the sensor.
This object could be a real object or a virtual object as it
appears in the focal plane of the objective lens. A point on
the sphere appears at different locations in several aperture
subimages. For example, the point shown in the figure appears
at the locations labeled 1, 2, and 3 in the figure. Note that if the
object is close to the image sensor, the displacement between
the three locations is large, while if the object is farther away,
the displacement is small. Thus in general, features close to the
image sensor correspond to large displacements while objects
farther from the sensor correspond to small displacements.
A depth map can be obtained by judiciously combining this
information for each feature of interest.

From the above discussion, it is clear that to accurately
estimate the depth of features within a scene, it is necessary
to accurately measure the locations of each feature within the
subimages. We now explain why depth resolution improves
with pixel scaling beyond the spot size limit of the optics. First,
note that spatial resolution is limited by the degree to which
features within the same aperture can be distinguished from
each other. As the distance between features in the focal plane
become smaller than the spot size as illustrated in Fig. 5(a),
they can no longer be resolved. A spot size is typically limited
to a few microns in a conventional camera. On the other hand,
depth resolution is determined by the displacement between
the locations of the same feature indifferent subimages. These
locations can be resolved to dimensions smaller than the spot
size of the optics (see Fig. 5(b)). Such precise localization was
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Fig. 4. Example of how depth information is obtained from displacement
of feature locations in separate aperture subimages. (a) Object close to sensor
corresponds to large displacement. (b) Object at greater distance from sensor
corresponds to smaller displacement.
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Fig. 5. Comparison of spatial resolution and depth resolution.

demonstrated to nanometer scale accuracy using large pixels
under magnification in [8], [9]. The accuracy of localization
depends on the number of photons captured for a given feature
and on the accuracy of estimating the shape of the feature
itself. When the pixel size is large, it is difficult to determine
the shape of the feature. When the pixel size is smaller than
the feature size, the shape of the feature and its location can
be better determined as long as we collect enough photons.
Since the localization of features is dependent on the signal to
noise ratio, it is necessary to keep the read noise of the pixel
low so that the read noise accumulated from several pixels
sampling a single feature does not limit the location accuracy.

B. Color

One of the most important benefits of the multi-aperture
image sensor is the ability to perform high fidelity color
imaging. In a conventional image sensor, color informationis
obtained using a color filter array (CFA) deposited on top of
the pixel array [10]. The most commonly used CFA is the RGB
Bayer pattern, where a 2×2 pixel pattern consisting of one red,
one blue and two green filters arranged diagonally, is repeated
over the pixel array. Such CFA configuration results in severe
color crosstalk as pixel size is scaled due to scattering from
the relatively thick dielectric stack and diffusion of carriers in
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Fig. 6. Chief ray diagram for color imaging with the multi-aperture
configuration showing object at A, primary virtual image at B, and secondary
images split into color channels atCR, CG, andCB.

the substrate. This crosstalk results in additional noise in the
final image obtained after performing color demosaicing and
correction. Furthermore, pixels far off-axis may produce color
gradients for several reasons including pixel layout asymmetry.
This color crosstalk problem makes further pixel size scaling
without a corresponding reduction in dielectric stack height
problematic. This imposes severe constraints on the efficient
implementation of imaging system-on-chips.

The multi-aperture configuration offers an alternative solu-
tion to color imaging whereby pixel size can continue to scale
independent of the height of the dielectric stack. This makes
it possible to simultaneously scale pixel size and increase
the number of metal layers to attain high logic integration
density. To achieve these benefits, a per-aperture (insteadof
a per-pixel) color filter array such as an RGB Bayer pattern
is employed. In this configuration, crosstalk between pixels is
restricted to be of the same color. The magnification of the
local optics is set so that each point in the scene is imaged by
apertures with all three separate color filters. Some of the loss
in spatial resolution due to this overlap is compensated forby
imaging all three colors at each effective pixel location instead
of performing color demosaicing. In our implementation, we
require a local magnification of at least 1/4, which reduces
the effective spatial resolution by a factor of 16. Fig. 6(a)
illustrates this new color imaging idea. The object A is focused
to virtual image B. The local optics magnification is set to
capture subimages atCR, CG, andCB, each having a different
color.

C. Implementation Challenges

To realize the benefits of the multi-aperture image sensor we
have described, it is necessary to use pixels smaller than the
spot size limit of the optics and yet maintain reasonable well
capacity with low read noise. Current CMOS pixels, even as
small as the shared 4T APS structure [11], cannot meet these
stringent constraints largely due to optical considerations. A
CMOS pixel contains a buried diode that is read out via a
circuit consisting of several transistors. At least two layers
of metal are typically used in the pixel array to distribute
readout signals as well as power to the pixels. In addition,
one or more layers of metal are needed for global routing and
to implement analog and digital circuitry in the periphery of
the array. This results in a relatively high dielectric stack that
does not scale with technology in the same aggressive way as
pixel pitch, resulting in significant degradation in pixel optical
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Fig. 7. Ray diagrams for typical CMOS pixel with microlens. (a)Pinhole
lens. (b) Lens NA matched to pixel NA. (c) Lens NA larger than pixel NA.
(d) Pinhole lens off-axis. (e) Lens NA matched to pixel NA off-axis. (f) Lens
NA larger than pixel NA off-axis.

efficiency. A cross-section of a typical CMOS image sensor
with microlens array is shown in Fig. 7 together with scenarios
for on and off optical-axis pixels using objective lens with
different numerical apertures (NA). Fig. 7(a) shows the ray
diagram for an on-axis pixel using a pin-hole objective lens.
In this case, the microlens is able to focus effectively onto
the photodiode area. In Fig. 7(b), the NA of the objective
lens is matched to the NA of the pixel, which is limited by
the metal stack. The microlens can still effectively concentrate
the light onto the photodiode, albeit with a larger spot size.
In Fig. 7(c), the NA of the objective lens is larger than the
NA of the pixel such that the microlens is no longer effective
at concentrating light onto just the photodiode area. Thus the
height of the dielectric stack limits the NA of the objective
lens. As pixel size is scaled, it is beneficial to increase the
NA of the objective lens to gain more signal while maintaining
depth of field. CMOS pixel scaling actually works against this
need for a larger NA. Fig. 7(d), shows the ray diagram for an
off-axis pixel using a pinhole lens. The microlens and color
filter are shifted to compensate for the larger chief ray angle.
In Fig. 7(e), the NA of the objective lens is matched to the
NA of the pixel and significant vignetting begins to occur. This
results in roll-off in signal intensity, increased crosstalk, and
color gradients. In Fig. 7(f), the situation becomes even worse
as rays from any particular color filter enter the wrong pixel.

In the multi-aperture image sensor, a small section of
the microlens array is replaced by a single microlens as
shown in Fig. 8(a). If CMOS pixels are used, the NA of the
microlens would be limited to the small NA of the CMOS
pixels. Furthermore, off-axis pixels would see severe roll-
off and extreme optical scattering. In our proposed FT-CCD
approach, the pixel array uses no metal layers. This allows for
a large local NA, which increases sensitivity and resolution
(see Fig. 8(b)). The height of the optical stack in this case
can be large, allowing for several layers of metal to be used
outside the pixel array.
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Fig. 8. Aperture using (a) conventional CMOS pixel subarray, versus (b)
proposed FT-CCD.

A major challenge in implementing an FT-CCD in a single
polysilicon CMOS process is achieving high enough charge
transfer efficiency and good imaging performance. As briefly
discussed in the introduction and as demonstrated in [4], these
challenges can be overcome in scaled CMOS technology.
However, one of the obstacles to reducing pixel size in a
conventional CCD is the use of multi-phase charge transfer.
This requires incorporating additional electrodes in the pixel,
which reduce optical efficiency and increase pixel size. To
address this problem, our FT-CCD uses ripple charge transfer
operation, which results in a pixel with only a single electrode.
Although ripple charge transfer requires a separate driverfor
each electrode and is slower than multi-phase charge transfer,
it becomes practical for the small subarrays used in the multi-
aperture image sensor.

III. M ULTI -APERTUREIMAGE SENSORCHIP

A block diagram of the multi-aperture image sensor is
shown in Fig. 9. The chip comprises a 166×76 aperture
array, each with a 16×16 FT-CCD. The aperture control
buses, V[35:0] and H[15:0] are globally connected to the FT-
CCD array. To select a row of FT-CCD readout circuits, the
RS signal is applied through the row decoder addressed by
the ROW signal. The MUX blocks contain column control
circuits, bias circuits, inputs for external testing of each
column analog chain, and support for serial analog pixel
readout through AOUT. The per-column ADCs share an output
bus, which is controlled by the signal COL and buffered for
digital readout through DOUT[10:0]. After every conversion
cycle, the digitized values are read out out from the ADC
buffers one column at a time. An ESD clamp to the lowest
chip potential, typically used on IO pins, is not used on the
CCD control lines so that negative voltages can be applied
during testing and characterization.

In the following section, we describe the design, fabrication
and operation of the FT-CCD. In Section III-B, we describe the
chip operation, and in Section III-C, we describe the circuit
and operation of the per-column ADC.

A. FT-CCD

The schematic and device cross-sections of the 16×16 pixel
FT-CCD are shown in Fig. 10. It consists of a pixel array, a
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Fig. 9. Block diagram of multi-aperture image sensor chip.

frame buffer, a horizontal CCD (H-CCD) with floating diffu-
sion (FD), and follower readout. The main process difference
between this FT-CCD and the one in [4] is that the CCDs are
formed using p+ polysilicon electrodes, n-type CCD channel
and p-type channel stop implants. A total of 4 customized
implants are needed to implement this structure in a standard
process. The purpose of the additional implants is to improve
charge transfer efficiency and dark current by using a buried
channel instead of a surface channel and to use a channel stop
implant instead of a shallow trench. The inputs to the channels
at the top of the array are connected to V0 through an n-well
implant, which also allows the p-type channel stops to remain
isolated from the channels while connecting to ground. Two
sides of the H-CCD connect to VP, which is used for fill-
and-spill operation, reset of FD node, or as source follower
drain supply. The image is captured in interlaced fields. Charge
is collected under every other electrode, which allows large
potential barriers between them leading to high well capacity.
An STI region is used to create isolation between arrays and
to serve as the area for contacts to the non-silicided electrodes.
The gap width between the polysilicon electrodes is 180nm,
which is small enough to implement a single electrode CCD
at CMOS compatible voltages.

The layout of the FT-CCD from Diffusion up to Metal 1
is shown in Fig. 11. A mask is used to block silicide on the
polysilicon in order to improve the transmissivity. Metal 1is
used to both cover the frame buffer region and to provide the
signal routing to the H-CCD electrodes. The electrodes in the
vertical CCD (V-CCD) are constructed from long continuous
lines of polysilicon. Since the active area has no silicide,the
sheet resistance of the polysilicon is very high. In order to
achieve fast transfer times, the time constants for drivingthe
long lines of polysilicon should be minimized. All of the
V-CCD electrodes are connected globally, so it is possible
to route them either horizontally or vertically. In order to
reduce the time constants required to drive the polysilicon
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Fig. 10. FT-CCD schematic and device cross sections.

Fig. 11. CAD layout of two 16×16 FT-CCD subarrays showing diffusion,
polysilicon, contacts and Metal 1.

lines, vertical connections are made to the polysilicon between
subarrays. However, since the space is very tight between
neighboring subarrays, we can only connect one polysilicon
line to one Metal 1 line at each subarray interval. Therefore,
we step the connections to the electrodes at each subarray
interval such that after 35 steps all electrodes have been
connected. The step interval is 14.4µm, which leads to a
contact spacing on each electrode of35× 14.4µm = 504µm.

The layout of the FT-CCD readout circuit from Diffusion

Fig. 12. CAD layout of CCD readout circuit.

up to Metal 1 is shown in Fig. 12. The circuit is situated in
between subarrays such that the fill-and-spill input diffusion
node VP is shared with the neighboring drain diffusion of the
reset device. Since the fill-and-spill operation is appliedonly
during non-readout times, there is no conflict in using VP to
supply the current for the source follower during readout.

FT-CCD Operation: The FT-CCD performs snap shot
imaging using a global electronic shutter. The capture of a
frame can occur simultaneously with the read out of a previous
frame. To minimize pixel pitch, ripple transfer operation (as
opposed to the more common multi-phase transfer) is used.
An image can be captured by integrating photocharge at each
electrode or at every other electrode for interlaced operation.
In interlaced operation, the pixel is effectively twice as long
as it is wide during each field.

The basic phases of the FT-CCD operation are described
with the help of the timing diagram in Fig. 13. During
FLUSH, the CCD pixel arrays are depleted of charge through
V[0] by sequencing V[17:1]. During INTEGRATE, the pixel
array electrodes are held at an intermediate voltage. At
the end of integration, the accumulated charge in the CCD
pixel arrays are transferred one row at a time to the frame
buffers using ripple charge transfer (TRANSFER). After trans-
ferring all of the integrated charge to the frame buffer,
FRAME BUFFER READOUT is performed while a new
FLUSH cycle is initiated to set the next integration time
period or to prevent new charge from flowing into the frame
buffer. DIGITAL READOUT at the IO pins is synchronized
to FRAME BUFFER READOUT through the ADC interface.
A small VBLANK period, where no data is read, is required
during the TRANSFER period.

The FRAME BUFFER READOUT sequence consists of a
Vertical-to-Horizontal (V-to-H) transfer sequence followed by
a Horizontal transfer to the floating diffusion node as shown
in Fig. 14. The goal of the V-to-H transfer is to move just one
charge packet at a time into the H-CCD. When the charge
packet is shifted along the H-CCD, it is essential to preserve
the charge in the other columns. In [4], we described a scheme
where the even columns are first transferred to the H-CCD, the
H-CCD is drained, and then the odd columns are transferred
into the H-CCD. This method has the disadvantage of keeping
the charge packets held in the H-CCD for a longer period
of time. We find that the defect density in the H-CCD is
larger than that of the V-CCD. For this reason, we see higher
dark current correlated by columns when this even/odd pixel
readout approach is used.
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Fig. 13. Timing diagram for operation of the FT-CCD showing simultaneous capture and readout sequences.
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Fig. 14. FT-CCD readout sequence from the frame buffer.

FT-CCD Simulation: The main reason we are able to
achieve very small pixel size is that we use ripple charge
transfer instead of the more conventional multi-phase transfer
used in larger pixel count CCDs. A ripple charge transfer
requires independent access to each of the electrodes to allow
for charge confinement at each electrode. As such, each of the
35 vertical and 16 horizontal electrodes used in our FT-CCD
are driven separately.

Process and device simulations were performed with Sen-
taurus TCAD. A full simulation of the single electrode
charge confinement and ripple charge transfer is shown in
Fig. 15. Initially, all electrodes are held at -0.5V, which creates
potential wells between every electrode as shown in Fig. 15(a).
In this example, we show how charge packets can be placed at
V1, V2, V3, and V4. To the best of our knowledge, this is the
first CCD to use charge confinement between electrodes, as
opposed to under the electrodes. To move one charge packet
forward, 3.0V is applied to V4 while 2.0V is applied to the
rest of the electrodes in the direction of the charge packet’s
movement as shown in Fig. 15(b). In Fig. 15(c), the process
continues with a ripple transfer, where V5 is brought to 3.0V
while V4 is driven back to -0.5V. The charge packet reaches
the end of the CCD line as shown in Fig. 15(d). Next, another
charge packet is brought forward as shown in Fig. 15(e). Note
that it is essential to have an empty well between the packet
already transferred and the new one. In a typical CCD this
is achieved by having additional electrodes in the pixel. Here
the empty wells are created at the end of each charge transfer.
After reaching the state shown in Fig. 15(f), we have to be
careful that charge packets do not mix on the next transfer.
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Fig. 16. Electrostatic potential diagrams under interlacedframe operation
showing increased size of the potential wells.

With the right choice of voltages, the scenario in Fig. 15(g)is
created, where the left and right sides of electrode V6 are at
different potentials, but with a large enough barrier underV6
to prevent charge mixing. Finally the state shown in Fig. 15(h)
is reached, where two charge packets have moved from one
side of the CCD to the other. This is the same way charge
is moved during Frame Transfer and along the H-CCD. To
increase well capacity, only the even electrodes are set to store
charge while the odd electrodes are set to form barriers. A
simulation of this setup is shown in Fig. 16(a). Thisinterlaced
imaging mode of operation results in a significantly a larger
well capacity. The potential profile for the odd field is shown
in Fig. 16(b).

A simulation of the V-to-H-CCD transfer sequence is shown
in Fig. 17. The charge packets in the columns under V34
are shifted to V35 as shown in Fig. 17(b) . The horizontal
electrodes are initially held at -0.5V to keep all charge under
V35. The targeted horizontal electrode is then brought to 3.0V,
which forces the targeted column charge to drain into the H-
CCD as shown in Fig. 17(d) . Potential barriers around the
target horizontal electrode are enforced by holding the other
electrodes at -0.5V, while the p+ region under the horizontal
electrode (shown in the figure) provides isolation along the
horizontal axis. Next, V34 is brought to 3.0V and a partial
transfer occurs at the other columns from V35 to V34 as
shown in Fig. 17(e) . A full charge transfer is now achieved in
both directions by slowly dropping V35 to -0.5V as shown in
Fig. 17(f) . This transfer mechanism relies on the conditionthat
the fringing field from horizontal electrodes remain largerthan
that from V10, and that V11 provides a sufficient barrier. Once
charge is completely transferred to the horizontal CCD, V34
is set close to 2.0V to ensure that all the non-targeted column
charge is efficiently passed backwards. Next, the charge in the
H-CCD is ripple shifted to the floating diffusion node where it
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Fig. 15. Electrostatic potential diagrams from the simulation of CCDs with single electrode charge confinement and ripple charge transfer.

is buffered and double sampled using a source follower circuit.
This procedure is repeated for the remaining charge in the
other columns confined by the V34 electrode.

FT-CCD Readout Circuit: The local readout circuit for the
FT-CCD is shown in Fig. 18a. A long TX electrode provides
sufficient isolation from the H-CCD to allow the FD node
to be driven into reset while the other charge packets remain
undisturbed in the H-CCD register. Note that the TX electrode
can be eliminated from the design if we choose to move just
one packet at a time during the V-to-H transfer. The readout
circuit consists of a floating diffusion with reset and row select.
To achieve low noise, we perform Correlated Double Sampling
(CDS [12]) on the floating diffusion node. First, FD is reset
by bringing RT high, which turns on the transistorM1. The
voltage on VP is sufficiently low with respect to RT such that
FD receives a hard reset. RT is then driven low followed by
RS driven high. Drain current is now provided throughM2

for the source followerM3, which is biased at COLB byI0.
The value that settles on COLB represents the reset level in
addition to the sampled noise. Next, TX is brought high and
the charge packet at H0 is shifted to the FD node, which
decreases its voltage. The value that settles on COLB is the
signal subtracted from the reset and sampled noise. Taking the
difference between the 2 samples leaves just the signal without
the reset and noise.

To deplete the CCD channel and achieve a full charge trans-
fer, we must keep the potential at FD higher than the channel
potential under the depletion condition. For this reason, we
boost the FD node potential during the transfer operation.
To describe the readout operation in detail, consider the
circuit with the most significant parasitic capacitors shown in
Fig. 18(a) and the corresponding timing diagram in Fig. 18(b).
The operation shows the 4 main phases previously described

but now with more detail including the effect of the parasitic
capacitors. For example, the VP line is switched between a
high potential and a lower potential before the RT gate is
driven high. Coupling throughC3 causes the FD node to
dip down slightly as shown. Driving the RT gate high resets
FD to VP but the final reset value becomes lower after the
RT gate is released low due to the feedthrough from the
gate-source overlap capacitanceC1. When FD is sampled
during the Sample R phase, driving RS high causes the FD
node to boost higher due to coupling fromC4, which sees
a nearly full range terminal switching. In addition, the gate-
source overlap capacitor represented byC5 discharges into FD
causing it to rise even higher. We can take advantage of this
effect by driving COLB high during the transfer phase. We
create significant FD boosting during the Transfer operation
as shown. The final boosted value is controlled by the selection
of the switched VP voltage during Reset so it can be finely
tuned. Under the case of significant boosting, it is better to
drive TX high before boosting in order to incur less stress on
the gate oxide (The timing diagram shows boosting occurring
first so that the charge transfer is easier to see). Finally, the TX
gate is released and RS is driven high for the second sample.
The diagram shows the signal level as it appears at FD and
COLB.

B. Chip Operation

The basic timing diagram for 2 rows of the chip is shown
in Fig. 19. The diagram is divided into 6 macro operations
for simplicity. A representation of the chip with a 2×2 array
of apertures, each with a 2×2 pixel FT-CCD is shown in
Fig. 20. The readout sequence begins after the integration
period shown in Fig. 20(a). The active CCD area contains
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Fig. 17. Details of the vertical to horizontal transfer. (a)Charge is initially confined under V34 for both columns. (b) Charge packets under V34 are shifted
to V35. The even horizontal electrode is brought high, whichforces the even column charge to drain into the H-CCD. (c) V34 is brought low to complete
the transfer to V35. (d) V35 is brought to a low enough potential that charge is shifted under H0. (e) V34 is brought high anda partial transfer occurs at the
odd columns from V35 to V34. (f) Final potential profile for complete charge transfer.

4 charge packets, while the frame buffer (shown in gray) has
been fully depleted of charge. The FT-CCDs have their own
local readout circuits, which are configured by columns each
connected to an ADC. All of the CCD operations are global.
Therefore, the start and end of the integration period is the
same for all subarrays. At the end of the integration period,
the charge is transferred to the frame buffer (see Fig. 20(b))
as described in Section III-A. To begin readout, the reset
value for the first pixel of every subarray is first acquired by
bringing RT high for every row (see Fig. 20(c)). Next, the row
select signal is applied to RS[0] via the row decoder and the
value at each column ADC is sampled (see Fig. 20(d)). Next,
row select is applied to RS[1] and the value at each column
ADC is sampled so that reset values from all subarrays are
read out (see Fig. 20(e)). After a charge packet is transferred
from the V-CCD to the H-CCD, TX is applied globally to
all rows and the charge is transferred to the floating diffusion

(see Fig. 20(f)). Next, row select is applied to RS[0] and the
values are sampled at the ADCs (see Fig. 20(g)). Next, row
select is applied to RS[1] and the pixel values are sampled at
the ADCs (see Fig. 20(h)). After all reset values and signal
values are read out, CDS is performed off-chip in software by
subtracting each reset value from its corresponding pixel value.
The ADCs are double buffered so that the pixels in a row of
subarrays can be read out while the previously converted pixel
data is read out from the ADCs. After the last pixel is read
out, the floating diffusion is reset by bringing RT high for all
rows (see Fig. 20(i)) and the readout sequence is repeated until
all pixels are converted. This operation allows us to keep all
signals in the image sensor global except for RS. This greatly
simplifies the row decoder operation and allows for global
shutter operation, which is preferred to the more common
rolling shutter. The cost of implementing the image sensor
in this way is that row buffers are required to realign the pixel
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Fig. 18. (a) Local CCD readout circuit including the most significant parasitic
capacitors, and (b) the corresponding timing diagram.

data in order to perform digital CDS. The number of row
buffers required is equal to the number of aperture rows in the
sensor. Furthermore, one pixel from each aperture is read out
before the next pixel is available. A frame buffer is required
in order to obtain all the pixels from one aperture. There area
number of other approaches to the global readout architecture.
For example, adding the TX signal to the row decoder would
allow sequential sampling of the reset level and the signal
level such that the digital CDS can be performed immediately
at each row, thereby eliminating the need for row buffers. This
approach requires storing charge in the H-CCD at electrode
H0 for a period of time that depends on its row position in
the pixel array. This requires the dark current generated in
the H-CCD to be kept low. Another option is to include all
of the H-CCD signals and half of the V-CCD signals into
the row decoder. This way all pixels for all apertures in a
row can be readout at once, which may be preferable. We
chose not to implement this readout architecture because we
anticipated the need for using complex waveforms, including
negative voltages, to experiment with the CCD operation, and
there was no advantage to dealing with raster scan data in our
system.

V

H

RS[0]

RS[1]

FD0

FD1

RT

TX

VP

COLB

Reset Sample R TX Sample SFrame TX V-to-H TX

Fig. 19. Basic chip timing diagram for 2 rows.

C. ADC Design and Operation

The column ADC circuit and timing diagram are shown
in Fig. 21. A 10-bit single-slope architecture with off-chip
ramp (via 14-bit DAC) is used for flexible operation. Conver-
sion begins by resetting the keeper cell. As the COLUMN
value settles, SAMPLE is strobed while the bus signal C
cycles through the gray code values, which are non-uniformly
spaced to account for shot noise level. Once RAMP exceeds
COLUMN, the code on C is latched into the A buffer. The
keeper stays latched until the beginning of the next conversion
where buffer B is used to store C while buffer A is read
out. The comparator is capable of operating at 200MSPS,
which is required for 15fps operation. It consists of a diff-
pair followed by a regenerative latch. Column gain is achieved
by reducing the voltage range of the ramp. A resolution of
10 bits at 1V (double sampled pixel) is achieved with 1µA
bias current. The diff-pair transistors, with a W/L ratio of 6,
are kept in weak inversion. The comparator bias current can
be increased for higher bandwidth. The regenerative portion
of the comparator and the memory buffers are implemented
with 1V transistors, while the diff-pair is implemented with
3V transistors, allowing for simple translation between power
domains.

IV. CHARACTERIZATION RESULTS

The sensor was fabricated in a 0.11µm CMOS process
with modifications to implement the buried channel CCD. A
photomicrograph of the fabricated 3.0×2.9 mm2 chip is shown
in Fig. 22. Local optics were not integrated on this chip so all
image testing is performed with standard focal plane imaging.
The die was packaged in a ceramic 120 pin grid array. A test
board, controlled by an FPGA, was built with a DAC for each
CCD signal to provide flexibility in the generation of the CCD
waveforms. The data is read into a DRAM and sent to a PC
via a USB interface. The chip is fully functional and has been
electrically and optically characterized.

A. Electrical Characterization

The CCDs are electrically tested with the fill-and-spill
circuit to verify charge confinement at the 0.7µm pixel pitch.
Charge transfer efficiency (CTE) of 99.9% is measured by
moving charge packets through all the columns of the vertical
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Fig. 20. Chip operation showing one complete cycle for reading one pixel from every subarray. The boxes under the ADC represent the digital values for
the reset levels (gray) and the signal values (black).

array via the H-CCD. Noise from the fill-and-spill operation
is removed by averaging samples and the total transfer times
are kept short to minimize corruption from dark current.

The ADC is tested and characterized independent of the
pixel array by configuring the MUX for external input via AIN
(see Fig. 9). Two samples are taken for each effective ADC
cycle. The first sample is held at 2V, while the second sample
is ramped from 1V to 2V to test the ADC linearity and noise
over the 1V range. The measured ADC linearity for one typical
column is shown in Fig. 23(a). Both the peak-to-peak DNL and
INL are kept to about 1/2 LSB on a 10-bit scale. In imaging
applications, it is essential to keep column non-uniformity
very low. Therefore, the ADCs need to maintain low INL
and DNL across all columns in the array. In Fig. 23(b), the

peak-to-peak INL and DNL are plotted across all columns
showing variation of less than 0.6 LSB among them. Both
the fixed pattern noise (FPN) and the temporal noise (TN) of
all ADCs in the column array are shown in Fig. 23(c). Due
to the digital CDS used in this design, we have an extremely
low column FPN of 0.044 LSB RMS and 0.06 LSB max. The
temporal noise is also acceptable at 0.26 LSB (254µV) RMS
and 0.6 LSB (586µV) max, considering the noise floor of the
pixel is 825µV RMS. Table I provides a summary of the chip-
level performance, which is largely determined by the ADC.

B. Optical Characterization

To obtain acceptable results for well capacity, peak SNR,
and dynamic range, all measurements are performed using the
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Fig. 22. (a) Chip micrograph and (b) magnified view of aperture array.

interlaced mode described in Section III-A. Many key CCD
performance parameters can be measured from the photon
transfer curve, which is a plot of the measured RMS noise
versus the mean of the signal in electrons. The measured
photon transfer curve for the FT-CCD subarray is shown in
Fig. 24. From the curve, we find that the noise floor, i.e., the
noise at very low signal, is around 5e-. The sensor conversion
gain, which is derived from the shot noise limited regime,
is 165µV/e-. The noise near the top of the curve begins
to decrease, signifying a full well of 3500e-. The expected
decrease in noise is due to charge mixing. The variation in
the gain of each pixel is measured as Photo Response Non-
Uniformity (PRNU) of 0.02 RMS.

The dark current is measured over several integration times
to remove any offsets. The histogram for the dark current over
all pixels in image sensor is shown in Fig. 25(a). The mean
dark current of 33e-/sec with Dark Signal Non-Uniformity
(DSNU) of 0.35 (sigma/mean) is within the expected range
for this device. The DSNU is also calculated independently
for each 16×16 subarray in the image sensor and shown in
Fig. 25(b). Using additional implants to increase the hole
concentration near the surface may help reduce the dark
current and non-uniformity.

The measured quantum efficiency is shown in Fig. 26.
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Fig. 23. Measured ADC performance. (a) Linearity for one column. (b)
Minimum and maximum DNL and INL for all 166 columns. (c) Fixed pattern
noise (FPN) and temporal noise (TN) for all 166 columns.
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Fig. 25. (a) Dark current histogram for all pixels in the imagesensor, and
(b) histogram for aperture-level DSNU.
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Fig. 26. Measured QE at 5nm intervals showing strongest response at 650nm.
The response in the blue region is reasonable due to the 65% polysilicon
coverage of the active pixel area. The dashed line is an estimate of the QE if
there were no absorption in the electrodes.

Despite the use of polysilicon electrodes, the blue response
is acceptable. This is due to the thin (130nm) polysilicon
layer and the open space in between each electrode. Table II
provides a summary of the measured sensor imaging charac-
teristics.

A sample image acquired in a standard focal plane configu-
ration using a fixed focus F/2.4 lens is shown in Fig. 27. Since
local optics is not implemented on this chip, the images are
directly projected to the subarrays. A black grid is inserted
into the image data to show what the image looks like at the
sensor. The image in the upper right shows the average value at

Table I
SUMMARY OF CHIP-LEVEL PERFORMANCE.

Parameter Value
Aperture count 166×76
Aperture format 16×16
Die size 3.0×2.9 mm2

Maximum frame rate 15 fps
ADC resolution 10b
ADC FPN 0.044 LSB (43µV)
ADC temporal noise 0.26 LSB (254µV)
ADC INL/DNL (0.46,-0.60)/(0.39,-0.57)
chip power 10.45 mW
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Table II
SUMMARY OF PIXEL-LEVEL PERFORMANCE AT ROOM TEMPERATURE.

Parameter Value
Pixel size 0.7µm
Well capacity 3500e-
Conversion Gain 165µV/e-
Responsivity at 550nm 930e-/lux-s
QE at 550nm 48%
CTE 99.9%
Read Noise (RMS) 5e-
Dark Signal at RT 33e-/sec
DSNU (sigma/mean) 0.35
PRNU at sat. (sigma/mean) 0.02
Peak SNR 35 dB
Dynamic Range 57 dB

Fig. 27. Sample image acquired with F/2.4 lens. The black grid is inserted
by software to show the occluded area.

each aperture. The image in the lower right shows a magnified
portion of the image to show detail within each subarray.

Sample images from a single subarray are shown in Fig. 28.
The electrical image in Fig. 28(a) is generated using the fill-
and-spill circuit to input the charge pattern into the array. This
demonstrates the charge confinement at pixel pitch. The optical
image in Fig. 28(b) demonstrates the imaging performance
which is limited by the aperture of the camera lens at F/2.4.
The spot size limit of this lens is between 2-3µm. However,
with added contrast in Fig. 28(c) we can clearly see the pattern.

To demonstrate the feasibility of color image reconstruction,
subimages as they would appear through local optics are
projected onto a subarray from an LCD display. The raw data

(a) (b) (c)

Fig. 28. Sample images from a single 16×16 subarray. (a) Electrical image
from fill-and-spill circuit. (b) Optical image projected from an LCD screen.
(c) Optical image processed with added contrast enhancement.

Fig. 29. Color image captured by chip using projected subimages from LCD.

is obtained by cycling through all of the subimages for a given
scene. Through simple reconstruction we produce the image in
Fig. 29. A global parameter is used to shift each subarray and
to reconstruct the image by summing the overlapping views.
This image shows that the pixels in the subarrays are adequate
for image reconstruction and that excellent color separation
between apertures can be achieved.

V. CONCLUSION

Design and characterization results of the first integrated
multi-aperture image sensor have been reported. The results
show good imaging performance with 0.7µm pixels using an
FT-CCD subarray designed in deep submicron CMOS. The
results suggest that further pixel size scaling is possiblewhile
maintaining acceptable performance. Improvements in pixel
performance are expected with further modifications to the
CMOS process to reduce dark current, improve charge transfer
efficiency, and decrease PRNU.

The multi-aperture architecture provides a path for con-
tinued scaling of image sensor pixel count within the limits
of practical optical formats, which may be needed to meet
the demands of future imaging platforms. This is achieved in
several ways:

• Hierarchical readout: Scaling pixel count presents a
major challenge to readout speed and signal fidelity. A
similar problem is solved in digital memories by breaking
the memory array into smaller blocks and using hier-
archical readout. The multi-aperture architecture applies
this approach to image sensors. The gaps between the
subarrays resulting from this hierarchical architecture is
compensated for by using local optics with large enough
magnification.

• CCD subarray design: CMOS pixels are becoming in-
creasingly difficult to scale mainly due to optical con-
siderations. As such, we proposed using an FT-CCD
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subarray design with no metal occlusions in the pixel.
Pixel size is minimized by using ripple charge transfer
charge to allow for confinement between electrodes.

• Per-Aperture CFA: As discussed in Section II-B, color
cross-talk represents a major impediment to CMOS pixel
scaling. The multi-aperture architecture solves this prob-
lem by using CCD pixel subarrays with no metal occlu-
sions and a per-aperture color filter array.

• Redundancy: As pixel counts scale, it becomes increas-
ingly difficult to achieve acceptable manufacturing yield
without employing mechanisms for defect tolerance. This
is achieved in the multi-aperture image sensor through the
redundancy in the subimages.

In addition to enabling continued scaling of pixel count,
the multi-aperture image sensor provides new important ca-
pabilities, including capturing depth information, relaxing the
requirements on the objective lens, and imaging objects at
close proximity without the need for objective optics.

Realizing the benefits of the multi-aperture image sensor
requires significant post-processing of the subimage data.This
should not be the limiting factor to its adoption, however, be-
cause of the ever decreasing cost of computational resources.
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